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Architecture SAGE2, BV-SLS vs Z3 (Default)

e Input formula F as a conjunction of assertions in Negation Normal Form (NNF).

e Given an assignment « to all variables and a constant ¢ € [0, 1], we define a score func-

tion for bit-vector expressions (an extension to bit-vector formulas in NNF is natural): O
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e Possible moves: Bit-flips, increment, decrement, negation. Z3 (Default) [sec] Z3 (Default) [sec]

e Techniques lifted from SAT: Neighbourhood restriction to pre-selected assertions (sim-
llar to WalkSAT), additive weighting scheme for assertions (similar to PAWS), random
walks, restarts (similar to Luby).

e Additional techniques: Upper Confidence Bounds (UCB) selection scheme (as used for
bandits), Variable Neighbourhood Search (VNS).

Conclusion

e Novel SLS algorithm directly on the theory level.

Exam Ple — Bridging the gap between SMT and SLS.

Consider the assertion a: x + 3 = —x, where x is a bit-vector of size n = 6 (in practice,
n is often much larger), = represents bitwise negation, and the + operation is as usual,
L.e., with overflow semantics. The equation has two solutions: x = [0,1,1,1,1,0] and
x =1[1,1,1,1,1,0]. If we initialize the search at x =0, ...,0] and use ¢ = 1 for computing
the score s, the trace of visited states could look as follows:

e Techniques used for SAT can be successfully lifted to the SMT level.

e Solver BV-SLS outperforms SLS for SAT on the propositional encoding.
— Benefit of using word-level information.

e Insights into the importance of exploiting problem structure also in SAT SLS solvers.
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l — Interesting possibilities in combining our approach with existing techniques.
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