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Abstract

Many decision problems, search problems and optimization problems raise ques-
tions that can be answered automatically by computers. These computational
problems are of great interest in computer science. Deciding the satisfiability of
a propositional formula (in short the SAT problem) is a classical NP-complete
computational problem that has been studied thoroughly in the last six decades.
As a result of this vast research, current SAT solvers are efficiently used in a
wide variety of application domains.

The focus of this thesis is on how to exploit these efficient SAT solvers and
solving techniques in solution methods for computational problems that are
beyond SAT. We model most of the considered methods as conditional transi-
tion systems over abstract states. This formalization abstracts away the com-
plex implementation details while it allows to formally reason about invariants,
soundness, completeness and termination of the procedures.

First we provide a formal framework to describe and capture how conflict-
driven clause learning, the solution technique employed by current SAT solvers,
can be applied and extended to address the PSPACE-complete decision problem
of quantified Boolean formulas.

Then we focus on the computational task where the SAT problem is extended
with some first-order theories (e.g. functions, arrays). Our aim is to find a satis-
fying solution that optimizes a pseudo-Boolean objective function. We propose
a procedure where optimization, propositional reasoning, and theory reasoning
are clearly separated. This allows the exploitation of efficient specialized solvers
for each of these three components.

Further, we address incremental SAT solving and continuous formula simplifi-
cations: two crucial components for efficient computation in several applications.
We propose a sound solution method that combines these powerful techniques
with less effort and more benefits than before.

Finally, we take a look at the antibandwidth problem, a graph labeling task
with an objective to maximize the smallest difference between labels of neigh-
bouring nodes. We introduce a very compact representation of that problem
based on binary decision diagrams and then show how to use SAT solvers as
efficient black-boxes in an iterative solution method.
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Zusammenfassung

Viele Entscheidungsprobleme, Suchprobleme und Optimierungsprobleme werfen
Fragen auf, die von Computern automatisch beantwortet werden koénnen. Diese
Rechenprobleme sind von groflem Interesse in der Informatik. Entscheidung
iiber die Erfiillbarkeit einer aussagenlogischen Formel (d. H. das SAT Prob-
lem) ist ein klassisches NP-vollstdndiges Rechenproblem. In den letzten sechs
Jahrzehnten wurde dieses Problem griindlich erforscht. Als Ergebnis dieser um-
fangreichen Forschung werden aktuelle SAT Léser in einer Vielzahl von Anwen-
dungsbereichen effizient eingesetzt.

Der Schwerpunkt dieser Arbeit liegt auf Losungsmethoden, die auf diesen
effizienten Losern und Techniken basieren, um bestimmte Rechenprobleme jen-
seits von SAT zu l6sen. Wir modellieren die meisten der betrachteten Methoden
als bedingte Ubergangssysteme iiber abstrakte Zustéinde. Diese Formalisierung
lasst die komplexen Implementierungsdetails aus, ermoglicht es jedoch formal
iiber Invarianten, Korrektheit, Vollstdndigkeit und Beendigung der Verfahren
zu argumentieren.

Zunichst presentieren wir einen formalen Rahmen zur Beschreibung wie kon-
fliktgetriebenes Klausellernen, eine von aktuellen SAT Losern angewandte Lo-
sungstechnik, angewandt und erweitert werden kann, um das PSPACE-vollstén-
dige Erfiillbarkeitsproblem fiir quantifizierte boolesche Formeln zu adressieren.

Dann konzentrieren wir uns auf das Rechenproblem bei dem das SAT Problem
mit erstrangigen Theorien (z. B. Funktionen, Arrays) erweitert wird. Unser Ziel
ist es, eine Losung zu finden, die eine pseudo-Boolesche Zielfunktion optimiert.
Wir schlagen ein Verfahren vor, bei dem Optimierung, logisches Schlieflen und
theoretisches Schlielen klar getrennt sind. Dies ermdglicht die Nutzung effizien-
ter spezialisierter Loser fur jede dieser drei Komponenten.

Dariiber hinaus befassen wir uns mit inkrementeller SAT-L6sung und kon-
tinuierlicher Formel Vereinfachungen: zwei wesentliche Komponenten fiir eine
effiziente Berechnung in mehreren Anwendungen. Wir schlagen eine Losungs-
methode vor, die diese leistungsstarken Techniken mit weniger Aufwand und
mehr Vorteilen kombiniert als bisher.

Schlielich werfen wir einen Blick auf das Antibandwidth-Problem, ein Graph-
enmarkierungsproblem mit dem Ziel, die kleinste Differenz zwischen Markierun-
gen von benachbarten Knoten zu maximieren. Wir fithren eine sehr kompakte
Kodierung dieses Problems, basierend auf bindren Entscheidungsdiagrammen,
ein und zeigen, wie generische SAT Ldser in einer iterativen Losungsmethode
eingesetzt werden koénnen.
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Chapter 1
Introduction

Many interesting real-world problems can be decomposed into smaller sub-tasks
that are automatically solvable by computers. These smaller tasks are called
computational problems. Due to their practical relevance they are of great in-
terest in computer science. Deciding the satisfiability of a propositional formula
(in short the SAT problem) is a classical NP-complete computational problem
that has been studied thoroughly in the last six decades. As a result of this vast
research, current SAT solvers are efficiently used in a wide variety of application
domains, ranging over many different fields.

The focus of this thesis is on how to exploit these efficient SAT solvers and
solving techniques in solution methods for computational problems that are be-
yond SAT. For example, solving optimization problems with pseudo-Boolean
linear objective functions can employ SAT solvers as black-box NP-oracles. Al-
ternatively, one can adapt the internal search of a SAT solver to address opti-
mization problems over bit-vectors. Searching for a solution or a refutation of
a quantified Boolean formula can follow similar approaches as state-of-the-art
SAT solvers. Deciding the satisfiability of first-order formulas with respect to
certain background theories can efficiently combine SAT solving with special-
ized theory reasoning. These are just some of many examples where the central
role and great potential of SAT solvers in combined procedures is already recog-
nized. In general, understanding the challenges of computational problems that
are beyond, but related to, SAT enlarges the range of possibilities that can be
exploited by novel solution methods. Thus, our goal is to improve this under-
standing and thereby support the development of enhanced solution methods.

Our methodology is mostly based on modelling the solution methods as ab-
stract solvers. This is a commonly used technique in order to analyse, compare
or reason about different formal methods without defining them with exact algo-
rithms or pseudo-code. That approach considers an abstraction of every possible
state of the computation and introduces conditional transition rules to abstract
the possible operations to manipulate these states. Different strategies to apply
these rules may lead to completely different solution methods. The resulting for-
mal frameworks can be seen as reasoning calculi where every possible derivation
captures a possible execution of an implementation on an abstract level. Thus,
this formalization abstracts away the complex implementation details while it
allows to formally reason about invariants, soundness, completeness and termi-
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nation of the procedures. Beyond reasoning formally about methods, we also
implement several practical tools and evaluate their performance compared to
alternative approaches.

1.1 Background

The following chapters are all self-contained in the sense that they formally
define and succinctly introduce the necessary concepts and notations. As an
extension to it, the goal here is to give a rather high level, informal description
of the underlying concepts and to reveal some similarities and differences among
the computational problems that are addressed in this thesis. For a formal and
exhaustive introduction of the discussed problems and solution approaches, see
for example [151] and [43].

1.1.1 Propositional Satisfiability

The Boolean satisfiability problem, also called the SAT problem, is a central con-
cept in this thesis. This computational problem is formulated in propositional
logic, a simple fragment of logic that focuses on the logical connections between
propositions. A proposition in that context means a declarative sentence like
“Today is Monday.” or “42 < 37, that is either true or false, but never both
or none. Considering these sentences (also called atoms) as building blocks and
representing them with Boolean variables, we can combine them with logical
connectives to construct formulas. Common logical connectives are represented
here by the symbols =, =, <, A, V, expressing their standard meaning, i.e. nega-
tion, implication, equivalence, conjunction and disjunction, respectively.

There are some specific forms of formulas that are more interesting for us than
others. We say that a propositional formula is in conjunctive normal form (CNF)
if it is built up as a conjunction of clauses. A clause is a disjunction of literals,
where a [iteral is either a Boolean variable or the negation of it. Note that any
propositional formula can be transformed into CNF relatively easily [198,227].
The dual of CNF is the disjunctive normal form (DNF), where the formula is
built up as a disjunction of cubes, where a cube is a conjunction of literals.
Sometimes we consider and represent clauses and cubes not as disjunctions or
conjunctions of literals, but rather as sets of literals. A clause (or cube) that
has only a single literal is called a unit clause (unit cube respectively). Further,
an empty clause is always false and an empty cube is always true.

Assigning a single truth value (T or L, representing true or false, respectively)
for each Boolean variable determines the truth value of the containing formula.
A truth assignment can be represented in different ways, for example explicitly as
an assignment (e.g. {x < T,y + L}, where x and y are Boolean variables) or in
shorter form as a set of those literals that evaluate to true under it (e.g. {z, —y}).
Each literal in that set is called satisfied, while literals evaluating to false are
called falsified. A clause is satisfied by an assignment if at least one of the
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contained literals is satisfied, while a cube is satisfied only if all literals of it
evaluate to true. A CNF formula under a truth assignment is the formula
where every satisfied clause is removed and from the remaining clauses every
falsified literal is deleted. A formula in CNF is satisfiable if there exists a truth
assignment such that it satisfies all clauses.

To illustrate these introduced definitions, consider the CNF formula F =
(x V=y) A (mz Vy). In total, four possible truth value combinations can be
assigned to the two variables of it (z and y). Figure depicts each of these
truth assignments organized into a tree structure. Each node of the tree is a
formula under a certain truth assignment and each edge assigns a truth value
for one of the variables. Notice that the variables are assigned in the same order
on each path from root to leaf and on each dashed edge a | value is assigned.
Starting from F under the empty truth assignment in the root node of the tree,

(xV-y)A(=z Vy)

vl wT
yeJ_ ,’ \eT yeJ_ ,’ \e'l’

Figure 1.1: Formula F = (z V —|y) A (—z V y) under truth assignments to variables
and y. A path of that tree that satisfies F is highlighted with green.

we first consider the two possible truth values of x. In case it is assigned false
(left branch on Figure , the second clause of F becomes satisfied, and in the
first clause one literal becomes falsified. Thus, F under the assignment {z < L}
is the formula consisting of the unit clause (—y), as it is shown on Figure
Assigning y to true would falsify this clause and thus would make F false (L leaf
in Fig. . Assigning y to false on that branch satisfies the remaining clause,
i.e. the assignment {x < L,y < L} is a solution (also called a model) of the
formula F. Another model of the formula, where both x and y are assigned true
is highlighted with green in Figure

Deciding the satisfiability of a CNF formula was shown to be an NP-complete
problem already several decades ago [76]. And so in theory it is an intractable
problem. Nevertheless, in practice there are many tools that can solve problems
over millions of Boolean variables in a few seconds. Thus, several practical prob-
lems are solved by SAT solvers in industry. To name just a few of them, SAT
solvers are used for hardware and software design and verification [170,201},231],
for test pattern generation [156|, for planning [68}|144] and for configuration
management [132]. The theoretical relevance of that problem is probably shown
the best by the observation that the so far longest section of ”The Art of Com-
puter Programming”, the fundamental computer science book series written by
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Donald Knuth, is concerned solely with the Boolean satisfiability problem [147].

1.1.2 Quantification

Allowing to explicitly quantify existentially (3) or universally (V) the variables
of a propositional formula leads to the concept of Quantified Boolean Formulas
(QBF). And with that new concept comes a new decision problem that gives
a twist to the question of SAT. In SAT we asked whether there is at least one
solution, i.e. an arbitrary satisfying truth assignment to the variables of a given
propositional formula. The new task is to find a certain set of truth assignments
to the Boolean variables of a propositional formula such that these assignments
together fulfil some requirements. More precisely, we look for several models of
the formula such that every possible truth-value combination of the universally
quantified Boolean variables occurs in the found solutions and every existen-
tially quantified variable can be expressed as a Boolean function over a specific
subset of the universally quantified variables. And so here we ask not simply the
existence of a single solution, but rather seek a specific combination of several
solutions. At the end, this set of solutions can be organized into a tree structure,
also called tree model, where at each node the truth value of a variable of the
formula is decided and the order of these decisions is determined by the quan-
tification of the problem. This tree will be actually a sub-tree of the assignment
tree that we introduced for illustration in the previous section in Figure [I.1

This representation of solutions is easier to understand if we interpret QBF's
as a game between two players (see e.g. [146]). There is one player to control
the existentially quantified variables and there is another one that is responsible
for the universally quantified variables. The order of the players is determined
by the order of the quantifiers at the beginning of the formula. The existential
player would like to satisfy each clause of the formula, while the universal player
always tries to falsify at least one of the clauses. Thus, the previously described
tree models are also called the winning strategy of the existential player [103],
since they show to the existential player how to choose a value for the variables
based on the choices of the universal player on each branch. Similarly, for false
formulas one can construct a winning strategy for the universal player, showing
how to pick a value for the universally quantified variables, based on the current
choices of the existential player, such that at least one clause is falsified on each
path. This tree is called a tree refutation or counter-model of the formula.

The following example illustrates a tree model built for a very simple QBF.
Consider the quantified Boolean formula Yz3y.(x V —y) A (—z V y) and see Fig-
ure that depicts the solution of it by highlighting those assignments (paths)
that belong to it. We already saw in the previous section that the formula
(zV-y)A(—xVy) has two possible solutions. Now considering the quantification
of the variables, we see that these assignments are both needed to construct one
solution to the QBF problem. So the solution of the QBF Vz3y.(xV-y)A(—zVy)
contains two satisfying truth assignments of the formula (zV —-y) A (-z Vy), one
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VaIy.(x V. —y) A (—x Vy)

QL‘(—J_,,” Y_T

Fy.(-w)
y<—J_ ,’ \<—T y<—J_ ,’ \<—T

Figure 1.2: Tree model of formula Vmﬂy.(x vV ay) A (—\x V y) is highlighted with green.

where x is true (right branch) and another where z is false (left branch). Notice
that each branch of that model can be written as a cube, which are —z A —y and
x Ay. Also notice that every possible choice of the universal player belongs to a
path from the root to a leaf of the tree. The choice of the existential player in
both assignments is to assign the same truth-value to y as . Thus, the winning
strategy of the existential player could be described as a function of variable x;
for example as (y =« 7T : 1).

One can similarly construct a tree refutation (i.e. a winning strategy for the
universal player) in case of unsatisfiable (i.e. false) quantified Boolean formulas.
Consider the quantified formula JyVz.(z V —y) A (—z V y), that is very similar to
the previous example, but the order of the quantified variables is flipped. In that
case, the existential player must make the first decision, and whatever choice
it makes, the universal player can always pick a value for x s.t. one of the two
clauses is falsified. This is presented on Figure where, again, all possible
truth assignments of the variables are shown, and the winning strategy of the
universal player is highlighted with red. In that example we could summarize
this strategy as a Boolean function that takes y as a parameter, and assigns the
opposite value of it to = (e.g. as (x =y 7L : T)).

V. (x oy ) A (—x V y)

Yy L -7 Y—T

V(=) Va.(x)

Figure 1.3: Tree refutation of formula IyVz.(xV —y) A (—z Vy) is highlighted with red.

Our examples here are of course rather trivial and in practice much larger
problems are tackled. Application domains for QBF's are for example planning,
synthesis and model checking (see e.g. [30,219] for surveys of applications).
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1.1.3 Background Theories

What happens when the subject of our reasoning is slightly more complicated
or more abstract than what we can express with sentences like “Today is Mon-
day.”? For example, consider the statements “s = t7,“t = «” and “s # u”,
where we use (for the sake of this example integer) variables s,¢ and u. Beyond
these non-Boolean variables, some relations between them are defined with the
mathematical symbol “=" and the negation of it. The standard interpretation
of the equals sign is well-known, in principle it expresses that two objects are
indistinguishable from each other. Mathematically it is a reflexive, symmetric
and transitive congruence relation. But these well-known properties remain in
the background and they are not written explicitly anywhere in our formulas.

(xVyV-z)
ﬂC(—L’,”’ z+ T
(yV—z) T

yoe L . yoe T yeL X%T

(—2) T T T
z+ L N Z%J_I" z+ T z%J_I" z+ T ZHJ_I" z+ T

ll z4+ T I’ Il II

T T T T T T T

s # t N s#*tls £t s=tls=¢t(s=1 s =1t
t # u t = u NN ¢t # u AN M= ¢ —
s # u S #* U §=wu SHEUl!s=u 8F*uU s=u

Figure 1.4: An example solution of the SMT formula (s =tVt=wuVs # u). The
Boolean skeleton of the problem is the propositional formula (zVyV —z), where variable
x stands for “s =t”, y for “¢ = u” and z for “s = u”.

If we would like to describe the disjunction of these statements in propositional
logic, it could be started by the simple formula x V y V =z, where the Boolean
variable x stands for the truth value of “s = t”, y for “¢ = «” and z for
“s = u”. This partial representation of the problem, called the Boolean skeleton,
completely neglects the meaning and the properties of equivalence but grasps the
logical connections between the statements of our problem (i.e. of the formula
(s =tVt =uVs #u)). Moreover, in this abstraction 7 from the 8 possible truth
assignments to variables x,y and z satisfy the formula. However, assigning a
truth value to one of the Boolean variables implicitly assigns a truth value to
the equality which it encodes. And thus every solution of the disjunction (zVyV
—z) naturally translates to a 3-long conjunction of equalities and disequalities.
Considering our background knowledge, like the domains of the variables s, ¢t and
u and the properties of the equality relation (e.g. symmetry and transitivity),
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some of these conjoined equalities and disequalities can not be true at the same
time. For example, assigning true to the equalities s = u and ¢t = u implies that
s and t must be equal (due to the transitivity of equality), and thus in that case
the equality s = ¢ is not allowed to be assigned false.

Figure depicts all possible truth assignments over the Boolean variables
x,1y,z. Under each satisfying truth assignment it presents the set of equalities
and disequalities (also called theory literals) that the assignment translates to.
The background color of each of these sets indicates whether the given set of
theory literals is consistent with the notion of equality, i.e. whether the proper-
ties reflexivity, symmetry and transitivity are maintained. Notice that from the
7 SAT solutions only 4 translated to a consistent set.

A solution for a satisfiability modulo theories (SMT) problem can be seen as a
solution for the pure SAT abstraction of the problem, such that the assignment
translates to a consistent set of theory literals. The consistency of a set of theory
literals is determined by the azioms of the underlying background theory (or
set of background theories). In our example this background theory was the
simplest, most essential, so called equalities over uninterpreted functions (EUF)
theory, but in practice there is a wide range of possibilities for background
theories and for their combinations. Many solvers support for example the
theory of linear (sometimes even non-linear) arithmetic over rational and integer
numbers, bit-vectors, arrays, or their combinations. See for example [215] or [27]
for a more detailed description of these systems.

What is important to observe here is that SM'T problems naturally decompose
into two subproblems. First, we need to consider the Boolean abstraction of the
formula as a SAT problem. Second, we need to determine efficiently the theory
consistency of any set of theory literals built from truth assignments over the
variables of this Boolean skeleton. In practice this decomposition is the main or-
ganizing principle behind SMT solver implementations. The theory consistency
check is the responsibility of the so called theory solvers (one dedicated for the
conjunctive fragment of each background theory) which are closely collaborating
with a SAT solver during SMT solving.

The resulting combined tools are important assets in many practical fields.
Formal methods participate in the daily process of many industrial companies in
the form of SMT solvers. For example, Amazon uses them to verify properties
of access policies [17], Facebook employs them for static analysis of their code
base [66] and Microsoft builds on them for efficient debugging [110].

1.1.4 Optimization

In case of SMT solving, one basically has to distinguish “good” SAT solutions
from “bad” SAT solutions, depending on whether it translates to a consistent
set of theory literals or not. In many computational problems there is in fact
a fine-grained range between “good” and “bad” solutions (independently from
any background theory) and this quality is usually quantitatively measurable.
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Thus, in an optimization problem our objective is to find the “best” solution,
where “best” is identified based on this quantitative measurement.

The purest extension of SAT with optimization can be formulated such that we
can compare solutions with each other by simply counting the number of satisfied
literals in a predefined set of literals. The more of these literals are satisfied, the
“better” the found SAT solution. For example, consider the following formula

Fo=(a1V—-zV-y) A(azVz)A(azVy)

where the number of satisfied literals from the set A = {—a1, —ag, —as} are the
ones that determine the quality of any found SAT solution. Figure depicts
each possible model (i.e. satisfying truth assignment) of F,, together with the
measurement how “good” each of them is w.r.t. A. While in SMT each SAT
solution was mapped to a conjunction of theory literals, in this optimization
problem each SAT solution translates to a number. Notice that while the SAT
problem F, has 14 possible solutions, only three of them have the optimal value
of 2 (there is no SAT solution where all three literals of A are satisfied). One of
these optimal solutions is highlighted with green in Figure

(a1 V -z V-y) Alaz Vo) A(az Vy)

-7 <+ T
.
-

as A (a3 Vy) (a1 V =y) A (a3 V y)
lzl \ 'l' Y{—T
as N\ as a2 CL3‘ ai
I, \ I, \ I, \ I, YUFT
as Nas az2 Nag a2 as as as 1 T
A WA A U WA WA
L a3 | a3l T I T as az az as T T
.'\ ' ' ' .'\ .'\ .'\ .'\ aw—%’\ '
1T 1T TT TTLTLT LTLT TTTT
1 0 21 10 2 1 1 0 2110

Figure 1.5: An example solution of the optimization problem (a; V =2 V —y) A (ag V
x) A (a3 V y) with the objective to maximize the number of satisfied literals in the set
{—a1,-as,—as}. Although the variable assignments are marked explicitly only on the
solution path, the order of the variables is the same on every branch.

In that example we measured the quality of solutions (i.e. our objective value)
based only on the number of the satisfied literals of A in each SAT solution. In
general, the mazimum satisfiability problem (MaxSAT) maximizes the number
of satisfied clauses in a formula among each truth assignment over its variables.
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However, one can always construct a set A by introducing a new literal into
each clause and adding it’s negation to A. Nevertheless, it is important to see
that while MaxSAT usually deals with unsatisfiable formulas, extending it with
a counter set A makes it trivially satisfiable, which allows us to represent the
problem as filtering found SAT solutions. This becomes an important feature
when we try to combine MaxSAT with other problems (e.g. with reasoning
w.r.t. some background theories).

Another important aspect of computational optimization problems is the com-
plexity of the objective function, i.e., the subject of our maximization (or mini-
mization) attempt. In our previous example we aimed to maximize the sum of
values based on some Boolean variables. This is a simple, linear pseudo-Boolean
function. More general optimization problems might consider non-linear objec-
tive functions or functions over non-Boolean variables and terms. Our focus
in this thesis is mostly on simpler objective functions, but even these problems
can occur in several practical domains, such as planning [236], fault localization
and debugging [71], package management [8], automated type inference in code
analysis [117] or in Bayesian network structure learning [31].

1.1.5 Incremental Problems

Sometimes computational problems do not come in single. For example, in the
context of bounded model checking or in planning, instead of having a single
SAT problem, a sequence of similar SAT problems need to be solved. During
solving a satisfiability problem, a solver learns many details about the formula,
like hidden consequences of the clauses or obvious dead-ends of the derivation.
A great portion of this learned information continues to hold in a similar formula
that is somehow related with this solved problem. In case these related problems
are defined explicitly as incremental problems, a solver can exploit and utilise
these details to speed up derivations.

An incremental satisfiability problem [131] can be seen as a sequence of formu-
las, such that each formula extends the previous one with a set of constraints.
Thus, in each step the problem becomes larger, but a great part of the formula is
always such that it was previously already seen and solved by the solver. Coun-
terezample guided abstraction refinement (CEGAR, see e.g. |75]) is a common
solution technique, used not just in model checking, that heavily relies on these
kind of continuous formula extensions.

Another aspect of incrementality that is supported by SAT (and SMT) solvers
is the concept of assumptions |126}/155]. Assumptions can be seen as temporal
unit clauses that are fixing the truth values of some of the variables in the prob-
lem. Solving a SAT problem under assumptions means that we are looking for a
satisfying truth assignment where the assumptions already fixed some values. It
might be that a satisfiable SAT problem is unsatisfiable under certain assump-
tions. Nevertheless, solving the same formula but under different assumptions
can reuse many previous efforts.
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In practice these two kinds of incremental problems interleave, i.e. formulas
are continuously extended with new constraints and they are evaluated mul-
tiple times under different sets of assumptions. This combination also allows
to deactivate some previously added constraints (by satisfying them with as-
sumptions) and still benefit from incremental solving. Combined procedures
that are involving SAT solvers as black-box components usually exploit and
build on these incremental possibilities of the solver (see e.g. in model check-
ing [40,/52,87,[89//154.225], planing [78(109] and in unsatisfiable core enumeration
or minimization [178}|183]). Thus, support of efficient incremental solving is es-
sential in any state-of-the-art SAT solver.

1.2 Outline

This thesis is split up into three main parts. This chapter constitutes the first
part and it is concerned with the conceptual cornerstones and structure of this
dissertation. In the previous section we informally introduced the computa-
tional problems that are addressed in the upcoming chapters. In this section we
shortly describe our motivation behind our work while we overview the remain-
ing chapters of this thesis.

The next part (Chapter [2{5)) consists of four peer-reviewed and published pa-
pers where the author of this thesis is the main author. The presentation of each
publication begins with a short bibliographical description. The style of each
paper is modified such that they follow a unified format. These modifications
affect not just the representation of the texts (such as fonts, spacing, layout),
but the numbering of figures, definitions, theorems, tables and citations.

It is helpful to organize the subjects of the publications and discussions of
the following chapters around the computational problems that they attempt
to address. Figure visualizes it explicitly by connecting the problems and
chapters of this thesis. The central concept of the discussed computational
problems, as it can be seen in Figure [I.6] is the Boolean satisfiability problem.

In Chapter [2| we consider this problem in combination with Boolean quantifi-
cation, more precisely we focus on quantified Boolean formulas. In the presented
paper [96] we provide an abstract calculus to capture and formally describe
duality-aware search-based QBF solvers. The duality-awareness in that con-
text means that these solvers are considering and handling conflict clauses and
solution cubes as duals of each other (see e.g. [112}/113,210.237]). Although cur-
rent search-based QBF solvers are not that symmetric and are rather organized
around clauses (e.g. the problems are defined only in a clausal form), the pre-
sented work provides important theoretical insights. Cubes in the derivations
of QBF solvers, especially in the case of true formulas, are essential and the
better understanding of their role provides more possibilities to exploit them.
In Section [6.1] we describe a line of work that builds on our findings from [96].

In Chapter [3| we present our paper [93] where the Boolean satisfiability prob-
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Figure 1.6: Relation between chapters of this thesis and the addressed problems.

lem is extended with theory reasoning and, at the same time, with a pseudo-
Boolean objective function to optimize. Though both SMT and MaxSAT are
well studied subjects, their combination, where the objective function is defined
completely in the Boolean layer, is rarely addressed explicitly. To the best of
our knowledge, this paper is the first to define an abstract, assumption-based
MaxSAT (and MaxSMT) solver. Extensions of the DPLL(T) framework to
describe optimization modulo theories were presented previously (for example
in [192]), but not with the focus on the optimization process from the SAT
perspective. Further, our described solution instantiates the so-called Implicit
Hitting Set (IHS) approach [69,|181}211], though the presented abstract solver
is relatively easy to adapt for other MaxSAT solving approaches. The THS ap-
proach is a general way to address combinatorial optimization problems. Lifting
it to the context of MaxSMT allows to completely separate Boolean and theory
reasoning from optimization and so has the potential to lead to improved and
more robust solvers. An observation of that work is that while most MaxSAT
solving methods can be used “as is” to address MaxSMT, an efficient approach
must be flexible enough to consider the difference in the relative costs between
calling an SMT or a SAT oracle.

Chaptercontains our paper |94] where the focus is on improving SAT solving
in the context of incremental problems. Incremental SAT solving and continuous
formula simplifications (i.e. inprocessing) are two crucial components of efficient
tool chains in several applications. In this paper we proposed a sound solution, in
the form of a calculus, that allows one to efficiently combine these two powerful
techniques with less effort and more benefits than before. As a side-effect, our
proposed solution simplifies the way how incremental solvers can be used, by
eliminating the necessity to manually identify reoccurring variables in problem
encodings. This paper won the best student paper award of the SAT conference
in 2019 and significantly shaped the state-of-the-art in incremental SAT solving.

11
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Another optimization problem is addressed in Chapter |5 where our latest
paper [97] is presented. In that work we consider the so-called antibandwidth
problem, a graph labeling problem with an objective to maximize the smallest
difference between numerical labels of neighbouring nodes. We introduced a
binary decision diagram (BDD) based SAT encoding with linear size for the at-
most-one staircase constraints (called at-most-one sequence constraints in the
constraint programming (CP) literature [57,229]). Thereby we can exploit a
SAT solver to efficiently answer the feasibility questions of an integer program-
ming (IP) problem. Sequence constraints are frequently employed in problem
representations of CP. Thus, providing a small and efficient alternative encod-
ing for the at-most-one sub-case has a wide application domain. Beyond that,
this work illustrated that considering multiple BDDs simultaneously over the
same problem but with different variable orderings has great potential to gain
compact problem representations.

The last part of this thesis (Chapter [6H{7) reflects on, extends and shortly
concludes the presented work. In Chapter [6] we extend each of the published
work with further details and results and we also succinctly present some unpub-
lished work in progress. In the last chapter (Cahpter (7)) we conclude the thesis,
summarize our contributions and discuss the current limitations and potential
future works based on our findings.

12



Chapter 2

A Duality-Aware Calculus for
Quantified Boolean Formulas
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Abstract

Learning and backjumping are essential features in search-based decision proce-
dures for Quantified Boolean Formulas (QBF). To obtain a better understanding
of such procedures, we present a formal framework, which allows to simultane-
ously reason on prenex conjunctive and disjunctive normal form. It captures
both satisfying and falsifying search states in a symmetric way. This symmetry
simplifies the framework and offers potential for further variants.

13



2 A Duality-Aware Calculus for Quantified Boolean Formulas

2.1 Introduction

Quantified Boolean Formulas (QBF) extend the language of propositional logic
by quantifiers over the propositional variables. In consequence, the decision
problem becomes PSPACE-complete making QBF solving interesting for many
applications in verification, synthesis, artificial intelligence, etc. (see [30] for
a survey). The combination of conflict-driven clause and solution-driven cube
learning (QCDCL, see e.g., [108]/239]) is the most successful approach for search-
based QBF solving [105,/162], lifting conflict-driven clause-learning (CDCL),
originating in SAT [176], to QBF. However, if a QBF solver only gets a QBF in
prenex conjunctive normal form (PCNF) as input, the search is biased towards
conflicts. This asymmetry impedes the whole search process. To overcome this
asymmetry, duality-aware QCDCL solving considers not only a representation
of the input in PCNF but also in prenex disjunctive normal form (PDNF), treat-
ing solution and conflict states symmetrically [237]. In [113] it was shown that
duality-aware reasoning can easily be added to PCNF-based QCDCL solvers.
This paper gives a concise characterization of the behavior of such solvers ex-
ploiting the symmetry in the search for conflicts and solutions.

Related Work

The seminal paper of Nieuwenhuis, Oliveras, and Tinelli |[194] introduced a rule-
based calculus to concisely model the classical CDCL approach for SAT. This
work forms the basis of many theoretical investigations on SAT and SMT solv-
ing, for instance the recent formalization of CDCL-SAT solving in Isabelle [47].
For QBF, however, we are not aware of any similar rule-based formulation of
QCDCL. The abstract QBF solver presented rather informally in [58] lacks non-
chronological backtracking (backjumping) and learning, i.e., the essential rules
of QCDCL. The literature on QCDCL (e.g., [108},239]) is missing a precise for-
malization too. In [133] the focus is on the relation of QCDCL with Q-resolution
instead of capturing the search precisely.

Outline

We introduce a new calculus which formally captures the behavior of QCDCL
solvers. To this end, we first provide generic rules defining a state transition
system. Then we introduce a strategy that describes how to apply these rules
to get a duality-aware QBF solver which is correct and terminates. Finally, we
relate our calculus to standard PCNF QCDCL solvers.

2.2 Preliminaries

A propositional formula over variables V is in conjunctive normal form (CNF)
if it is a conjunction of clauses. A clause is a disjunction of literals and a literal

14
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is a variable or its negation. A propositional formula is in disjunctive normal
form (DNF) if it is a disjunction of cubes, where a cube is a conjunction of
literals. If literal ¢ is v or —w, then var(¢) = v. A quantified Boolean formula
(QBF) Q(p) consists of the propositional matrix ¢ over V and the quantifier
prefix Q@ = @Q1V1...Q,V, where V; are disjoint sets of variables, Q; € {3,V},
and @; # Qi+1. In this paper, we assume V = [V}, i.e., all variables of the
matrix are quantified. Such QBFs are called closed. If ¢ of QBF Q(y) is in
CNF (DNF), then Q(y) is in prenex CNF (DNF), denoted PCNF (PDNF). We
also write fy and ¢35 for a universal or existential literal. In that way, the prefix
Q defines a partial ordering relation <¢ between variables v; and v; such that
v; <g vj if level(v;) < level(vj). This ordering is extended to the literals over
the variables, that is, {; <g ¢; if var(¢;) <g wvar(¢;). An assignment A is a
consistent list of literals which defines a mapping from literals to truth values
as follows. If v € A then v is true under A, if —v € A then v is false under
A. An assignment A is called total assignment of V if every v € V is assigned
by A, otherwise it is called partial. Occasionally we interpret assignments as
cubes. Given an assignment A and a CNF ¢ with a fixed quantifier prefix Q,
we denote by p[A] the CNF under assignment A, where all clauses containing
¢ are removed and all occurrences of —¢ are deleted (and Q is unchanged). For
DNF ¢, ¢[A] is defined dually. The negation of a quantifier prefix Q (denoted
with —Q) is the simultaneous substitution of ¥V quantifiers for 3 quantifiers and
vice versa in Q. We define tree models and tree refutations of QBF's as in [103].
We denote an empty clause or cube by ), an empty CNF (DNF) by T (L1). A
QBF VzQ(p) is true iff Q(p)[z] and Q(p)[—~x] are true. A QBF 3xQ(yp) is true
iff Q(¢)[x] or Q(p)[—z] is true. Two QBFs 91 and 1)y are equivalent (written
as 11 = 1)g) if they have the same truth value.

Definition 2.2.1. @BFs Q(C) in PCNF and Q(D) in PDNF have the duality
property if Q(C) = Q(D).

The duality property holds under assignment A, if Q(C[A]) = Q(D]A]). Based
on the duality property, dual search-based solvers |113}237] use both a CNF as
well as a DNF of the input QBF (as explained e.g. in [237]) to treat conflicts and
solutions symmetrically. Note that in that case the introduced Tseitin variables
are existentially quantified in the CNF, and universally quantified in the DNF
encoding. Therefore, the joint prefix Q@ of CNF and DNF has some variables
that occur only in the CNF matrix (the existential Tseitin variables) and some
that occur only in the DNF matrix (the universal Tseitin variables).

Definition 2.2.2. Given QBF Q(y) in PCNF and a clause C, we define ¢ Fg C
to hold if Q(p A C) = Q(yp).

Definition 2.2.3. Given QBF Q(p) in PDNF and a cube C, we define p ES C
to hold if Q(p vV C) = Q(yp).
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2 A Duality-Aware Calculus for Quantified Boolean Formulas

Note that Fg and F< define the entailment relation w.r.t. prefix Q. Standard
propositional entailment is denoted by F. Immediately from the definitions we
obtain:

Lemma 2.2.1. Let Q(p) be a closed QBF in PCNF and C a clause. Then
wEo C iff ~¢ e —C.

In the following we fix a quantifier prefix O together with the ordering <g
(on all variables and literals).

Definition 2.2.4. The universally tailing literals TVQ(C) of clause C are
{ty € C'| 3 <g by for all {5 in C}.

Definition 2.2.5. The universal reduction of a clause C' is defined as R\?(C) =
C\TR(0).

Analogously, existential reduction RSQ(C ) removes the tailing existential liter-
als THQ(C) from cube C. Universal (existential) reduction can be extended to a
set of clauses (cubes) C as R\?(C) = {RVQ(C’) | C eC} (RHQ(C) = {R%(C) | C e
C}). W.lo.g. we assume clauses (cubes) of the input QBF's to be non-tautological
(non-contradictory) and V-reduced (3-reduced).

The literal /5 is an ezistential unit in clause C iff RVQ(C) = {¢3}. Then C
is called a unit clause. Unit cubes and universal units are defined analogously.
We also simply call C' a unit, if C is a unit clause or unit cube. We further
extend these definitions to clauses C' (and cubes) under an assignment A, by
using C[A] instead of C'. For instance, ¢35 is an existential unit in C' under A iff
/3 is an existential unit in C[A]. In this case we assume that C is not satisfied
by A, ie., C[A] # T. A literal is called pure in QBF Q(¢) if it occurs only in
exactly one polarity.

2.3 Abstract QCDCL Solving

Our abstract QCDCL solver is described in terms of a state transition system.
It explicitly traverses the assignment tree of a QBF given in CNF and DNF to
prove its (un)satisfiability. States S of the form A || D || C consist of a CNF C,
a DNF D, and of an assignment A (also called ¢rail in solver implementations)
over variables of the fixed quantifier prefix ©. The literals in A are either decided
or implied (see below). A decision literal is written as ¢¢. The initial state of
our abstract QCDCL solver is {) || D || C, where D contains the input QBF in
DNF, while C is the input QBF in CNF. Therefore the duality property holds,
ie., Q(C) = Q(D). Next, we introduce the rules of our abstract QCDCL solver.

Unit propagation extends the current assignment by unit literals with respect
to their quantifier type.

Due to the duality property, we can identify pure literals either from C or D.
Note that this is not possible in decision procedures without duality-awareness
because there D is not a complete representation of the input QBF.
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AD|CAC
Alz|[D|CAC

/5 existential unit in C[A]

UNITS:

A|DvCcC
Aty | DVC]C

fy universal unit in C[A]

UNITy:

A|DIC
Als||DC

/5 € R%(D[A]) is pure

PURES:

AlD]c
A-by || D] C

by € R\?(C [A]) is pure

PUREy:

DECIDE:

A |DJcC

¢ is unassigned and all ¢/ with ¢/ <g £ are assigned in A

AllD]c¢

Rule DECIDE adds the decision literals to the current assignment A. The
quantifier prefix restricts the set of decision candidate variables. Further, each
decision must preserve consistency with A.

AlDJC
AD|CAC
CkoC

LEARNCNE:

AlDJC
ADvC|C

DECC

LEARNDNF:

LEARNcoNF and LEARNpNF describe the clause and cube learning of the solver.

The only restriction on learned clauses, and dually for cubes, is that they are
implied by the formula w.r.t. the prefix, which by definition requires Q(C) =
Q(C A C). Deciding equivalence of two QBFs is PSPACE hard. In practice
polynomial derivation techniques are used, e.g., some form of Q-resolution.

AA D C
AlD]|cC

UNDO3:

ALA || D C
AlDplc

UNDOy:

The UNDO-rules are responsible for backtracking. These steps have no side
condition, but at least one decision literal in the current assignment is required.
Backtracking is allowed only precisely before such a decision literal, because
backtracking to other points of the trail could lead to unnecessary repetitions
of steps.

AlD|CAD
1

AlDvO|C

FINALCNF: T

FINALpNFE:
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2 A Duality-Aware Calculus for Quantified Boolean Formulas

If the empty clause (cube) is in C (D), the formula simplifies to L (T). We
also denote such a state by L (T). If the application of a rule causes a transition
from a state S = (A || D || C) to a state S = (A" || D' || C’), we denote this
by St S’. For multiple rule applications we write S +* S’. Now we obtain the
following lemmas from our definitions and, for instance, using facts from [65].

Lemma 2.3.1. If S+ S’ using the LEARN or FINAL rules, then
Q(C) = Q(C") and Q(D) = Q(D’). For all other rules, C' =C and D' = D.

Lemma 2.3.2. If S+ S’ using rules UNIT or PURE, then
O(C[A]) = Q(C[A) and Q(D[A]) = Q(D[A)).

Corollary 2.3.3. Each rule preserves the duality property.

To get closer to real QBF solvers and to enforce termination, we have to
restrict the application of rules based on the actual state of the solver.

Definition 2.3.1 (Leaf Condition). State A || D || C has

(Conflict Condition) L iff O € RE(CA])
(Satisfaction Condition) Lt iff 0 € RE(D[A])
(Leaf Condition) L iff LTV Ly

The duality property guarantees L | and LT to be mutually exclusive. When-
ever the solver finds a satisfying or falsifying assignment, we say that it reached
a leaf of the assignment tree. Then L is true in that state.

Definition 2.3.2. A state has the Propagation Condition, denoted P, if one of
the UNIT or PURE rules can be applied.

Definition 2.3.3 (Driving Condition). In AA’ | D || C assume A" contains a
decision (%, where (% is existential if C is a clause in C and universal if C is a
cube in D.

(Driving Clause) D (C) iff ClAA'] = 0, C[A] unit
(Driving Cube) D (C') iff ClAA'] = 0, C[A] unit
(Driving Condition) D(C) iff DL(C)V DT(C)

The driving condition holds (i.e., D is true) in a state AA" || D || C iff there is
a clause (cube) C in C (D) s.t. D(C) holds. Then C is a driving clause (cube)
and C' is driving the existential (universal) unit literal ¢’ € C[A].

If a driving clause C is learned in state AA’ || D || C, then the UNDO rule can
be applied to remove A’ from the trail and then the UNIT rule can be used to add
C[A] (the driven literal) to the current assignment. In that way, backjumping
can be simulated with a sequence of small steps. This makes the whole process
more transparent.
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2.3 Abstract QCDCL Solving

Table 2.1: Additional strategy constraints.

Rule Pre-condition Post-condition

UNIT “FA-LA-D

PURE “FAN-LAN-D
DECIDE | = FA-LA-DA-P

LEARN -FA LA-D DV F
UNDO -FAN LA D -D
FiNAL F

Definition 2.3.4 (Final Condition). In state A || D || C we define the following
final conditions:

(Inconsistency Condition) F| iffdec
(Tautology Condition) Ft iff 0eD
(Final Condition) F iff FrV F|

Lemma 2.3.4. Ifin A || D ||C, F or D holds, then also L.

Now, to guarantee termination, a strategy for applying our rules is enforced
by further restricting their side conditions (see Table . Our strategy requires
to stop propagation as soon as a leaf is reached (which in turn is required for
learning to be applied). In SAT it has been considered to lift this requirement,
which however requires additional care during learning [111]. It is unclear at this
point whether this also applies to our calculus or QBF. Decisions can be made
(rule DECIDE) only when no other rule is applicable but the Final Condition
does not hold yet. The strongest constraint is introduced for the LEARN rules.
It ensures that learning prunes the search space. Hence, the learned clause (or
cube) is either empty or driving. The UNDO-rules force the solver to backtrack
exactly where the driving clause (cube) leads. Below we assume the constraints
of Table 2.1

Lemma 2.3.5. If in A || D || C there is no existential (universal) decision
literal in A and ~F A =D and L, (Lt) hold, then CEg () (DE2 ().

Proof. By semantics of QBF and Lemma [2.3.2 O

Lemma 2.3.6. Ifin A || D || C there is an existential (universal) decision literal
in A and ~F AN—D and L, (Lt) hold, then there exists a driving clause (cube)
C st CEoC (DEQC).

Proof. Given A | D || C where ~FAL; A=D holds, i.e., ¢ C, but ) € RS(C[A])
and there is no driving clause in C. Then A has the form LOE‘le...EﬁLn for some
n > 0, where E{l, . Eﬁi are the existential decision literals of A and Ly, ..., L,, con-
tain the implied literals (from UNIT and PURE rules) and the universal decision
literals. Let C” be the clause (—¢¢V...v—£2). Then by construction C'[A] = () and
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2 A Duality-Aware Calculus for Quantified Boolean Formulas

—¢4 is an existential unit in C’ under the assignment A’ = {Lo¢¢Ly...0¢ L, 1}
(which is a prefix of A), thus C’ is driving 2. We further have to show that
CEg (' ie. Q(C) = Q(C AC"). Due to Lemma and QBF semantics, if
Q(C) is true, then there is no tree model with a branch that contains ¢4, ..., ¢4,
Therefore, conjoining (—¢¢ V ... V =£4) to Q(C) is satisfiability preserving. The
case L is analogous. O

In practice the learned clause or cube is not built as in the proof above. Con-
flict and solution analysis of QCDCL solvers rely on some form of Q-resolution,
where the derived clause or cube can be safely added to the formula by con-
struction. We further obtain the following facts, without complete proofs, due
to space constraints.

Lemma 2.3.7. There are no infinite derivations of the form (0 || D || C) + S1 +

Sob o Sk
Lemma 2.3.8. If (0 || D || C) F* S and no rule applies to S then S is either L
or T.

Lemma 2.39. If 0 | D||C)FH Se{L, T} QC)=S.

Theorem 2.3.10. Our abstract QCDCL calculus is sound and complete. Apply-
ing the additional strategy constraints always produces terminating derivations.

2.4 Extensions

In our framework termination depends on learning of the empty clause or cube.
Thus, in its basic form, it can not simulate pure search-based solvers without
learning. Further, as memory is limited in practice, it is necessary to forget
learned clauses and cubes which became irrelevant. Moreover, in practice, it
can be beneficial to stop the current search and start over again with an empty
trail. Extending the framework with further rules, we can easily capture also
these aspects of practical solvers.

A|D|CAC Foramran: A PVCC
AlD]c PN A D C

Cko C DECC

FORGETcoNF:

The side conditions of the FORGET-rules guarantee that only redundant in-
formation is discarded. With these additional rules we can also simulate solvers
without learning, if the strategy enforces to apply FORGET right after back-
tracking (UNDO) and propagation (UNIT & PURE). Obviously, as soon as an
empty clause or cube is learned, FINAL termination rules have to be applied
immediately. RESTART of the search has no side condition, but on the strategy
level additional care is necessary in order to maintain termination.
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AlDJcC
A|DvC]C

DECCorCEC

AlD]¢

- LEARN’ :
0[Dic DRE

RESTART:

Usually the input of a QBF solver is only available in PCNF, therefore we
can not assume the duality property as invariant. However, the following weaker
invariant over the clauses and cubes serves a similar purpose: Q(D) = Q(C).
This invariant ensures that whenever the DNF is satisfied, the CNF is satisfied
as well. To adapt our framework to this new invariant, some modifications are
necessary. For instance, PURE3 has to search for the existential pure literals
in the clause set (instead of the cube set). Moreover, since in that case the
DNF is incomplete, FORGETpNF can be applied without side condition, and
the constraints of learning new cubes has to be weakened (see LEARN’'pnp).
There are now two possible solution scenarios (as in [239]). First, one of the
cubes in the database is satisfied. In that case we learn as we did before and the
driving cube construction remains the same. Second, all the clauses in the clause
database are satisfied but no satisfied cube exists. Note that the Satisfaction
Condition in Def. has to be updated.

Definition 2.4.1 (Satisfaction Condition). A || D || C has

(DNF Satisfaction) Spnr iff ) € RE(D[A])
(CNF Satisfaction) Scnr iff CIAl =T
(Satisfaction Cond.) Lt iff Scnr V SpNE

Since we can learn cubes which are weakening the DNF, Lemma [2.3.1] ceases
to hold. Instead we obtain:

Lemma 2.4.1. If S+ S’ using the LEARN or FINAL rules, then Q(C) = Q(C')
and Q(D') = Q(C').

2.5 Conclusion and Future Work

We presented a formal framework for concisely capturing search-based QBF
solving. Such a framework is useful for better understanding of various types of
QCDCL solvers.

We plan to use our framework to close the gap between QCDCL solving and
other approaches, including expansion-based techniques [120,/134]. Currently, it
is not clear how these approaches relate to one another w.r.t. solving strength.
While there is some work on relating proof systems (e.g., [135]), the actual search
strategies have not been compared yet. Especially when different techniques
are integrated as currently proposed in [166], a better understanding of the
individual solving techniques is indispensable.
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2.7 Appendix

Example 2.7.1. Consider the QBF v = JaxVy. x < y. It can be transformed to
CNF as 3z¥y3p. pA(—pV-zVy)A(-pVaV-y), and to DNF as JzVyq. ¢V (—gA
-z A—y)V (=g Az Ay), where p and q are newly introduced Tseitin-variables.
Given these two representations of the input formula 1), the initial state of the
abstract solver is () || D || C, where Q = IxVyIpVq, D = qV (=g A —x A —y) V
(mgANzAy) andC=pA(—pV-zVy) A(-pVaV-y). Note that p and q are
interchangeable in the prefix, thus IxVyqIp is another possible prefix for that
example. A possible derivation from that state would be as follows.

0 H D H c l_UNITg (2-1)
p | D |C FUnirs (2.2)
px | D || C FLEARNONE (2.3)
pT | D |CAD FEvALoxe (2.4)

1 (2.5)

In the initial state there is an existential unit (p) in the CNF and there is a
universal unit (q) in the DNF formula. Assume that the solver first propagates
p, that yields state . In that state, there is still g as universal unit. Further,
the second and third clauses of the CNF formula are the existential units ~x and
x respectively, since under the assignment p the universal literals y and —y are
reduced.

Consider the case that the solver propagates x as a next step, which yields
state . Here the second clause of the CNF formula is falsified, i.e. ) €
RS(C[}?,ZED, so the Conflict Condition (L, ) holds. Since there is no decision
literal on the trail, no driving clause can be constructed, but the empty clause
can be learned. After that step, in state , F'| holds, therefore the only rule
that can be applied is FINALcNE, that yields the state L.

It is not hard to see, that if the initial formula would have been Yx3y. x <y
(instead of xVy. x© < y), then the derivation of state T could have been the
dual of the above steps (i.e. apply rules UNITy, LEARNpNF, FINALpNF instead
of the rules UNIT3, LEARNcNE, FINALCNE respectively).

Example 2.7.2. Consider the initial state of the abstract solver as () || D || C,
where Q@ =Vz3IyVz, C = (x Vy) A (—mzV y) and D = (x A=y Az)V (x A=y A
—2)V(mx Ay Az)V (mx Ay A—z). A possible derivation from that state would
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be as follows.

0 | D |C Fpecoe (2.6)
z? | D IIC Fpures (2.7)
4 -y ID Ic Funimy (2.8)
2l =y -z | D IC FLearspye  (2:9)
z =y -z | DV IIC Funpo (2.10)
0 | DV | C F Uiy (2.11)
-z | DV IIC Fpures  (2.12)
-z Yy | DV IIC FUnimy (2.13)
Ty oz | DVa IIC FLearnpyy (2-14)
Ty -z | DVaVvD | C Frmnvarpae  (2.15)

T (2.16)

Initially, the only possible step is to apply rule DECIDE, since ~PA—~FA-LAN—-D
holds. The only variable satisfying the side condition of rule DECIDE is x.
Assume it is decided to be true. Then in state there is —y as existential
unit in RVQ(C[xD and at the same time it is pure in R%(D[m]) Assume that
pure literal propagation has higher priority and the solver propagates then —y
using rule PURES.

In state (@, although all clauses are satisfied in C by the current assignment,
there is neither an empty clause nor empty cube in C or D, so the Leaf Condition
does not hold. But, there are z and —z as universal units in cubes (x A =y A z)
and (x A\ =y N —z) respectively. Assume that the solver decides to use the first
cube for propagation, which extends the current assignment with —z. With this
step (in state (2.9)) the second cube becomes empty. Therefore Lt (and thus
L) holds. Since there is no driving cube in the DNF (otherwise in the very first
step unit propagation instead of decision would have been possible), the only rule
that is applicable is LEARNpNE. The solver learns the driving cube x, which
yields state . Now there is a driving cube, so rule UNDO is applicable
to backtrack. In state the recently learned cube becomes universal unit,
therefore UNITy is a valid step and extends the current assignment with —x.
Then, there is y as existential unit in RVQ(C[—\CC]) and as pure in RHQ(D[—'x])
Application of rule PURES yields state . Just like in state , z and —z
are universal units, but this time in the cubes (—z Ay A z) and (—z Ay A —z)
respectively. After unit propagation, there is an empty cube in 7'\’,39 (D[—z,y,—z]),
so Lt holds. This time there is no universal decision literal on the trail, thus
the only cube to learn is ). Then Fr (and so F) holds, thus, finally, the only
allowed step is FINALpNE, which terminates the derivation.
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Abstract

Solving optimization problems with SAT has a long tradition in the form of
MaxSAT, which maximizes the weight of satisfied clauses in a propositional
formula. The extension to maximum satisfiability modulo theories (MaxSMT)
is less mature but allows problems to be formulated in a higher-level language
closer to actual applications. In this paper we describe a new approach for solv-
ing MaxSMT based on lifting one of the currently most successful approaches for
MaxSAT, the implicit hitting set approach, from the propositional level to SMT.
We also provide a unifying view of how optimization, propositional reasoning,
and theory reasoning can be combined in a MaxSMT solver. This leads to a
generic framework that can be instantiated in different ways, subsuming exist-
ing work and supporting new approaches. Experiments with two instantiations
clearly show the benefit of our generic framework.
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3.1 Introduction

SMT solvers have become indispensable tools for solving a wide range of prob-
lems in many areas. Such solvers provide either a satisfying assignment (e.g.,
a witness for a bug) or a proof of unsatisfiability (e.g., proving that a partic-
ular abstraction does not display a bug). However, in many applications the
problem to be solved is more naturally cast as an optimization problem: find
an assignment that minimizes some cost function. Li et al. [159], for instance,
give a range of applications where optimization is critical. The need to solve
such applications has led to a range of work addressing optimization in SMT
(e.g., [45L/74,159,1711|192}1216,217,[218]).

Work on SMT optimization varies in the generality of the objective functions
that can be modeled. For example, [159216] address optimizing objective func-
tions stated in the theory of linear real arithmetic, while [171] can deal with
linear objective functions in which some variables are restricted to be integer.
MaxSMT [192] is a restricted but important sub-problem in which the objec-
tive functions are linear expressions over Boolean variables (Pseudo Boolean
expressions).

In this paper we focus on MaxSMT. Although MaxSMT is not as general as
some other optimization approaches, MaxSMT specific solvers are often more
efficient on problems where Pseudo Boolean objectives suffice |218], and recent
rapid progress in the efficiency of MaxSAT solvers [5] indicates that this special
case may more likely scale to practical problems than more general optimization
approaches. Furthermore, MaxSAT already has a wide and growing range of
applications including planning, fault localization in C code, design debugging,
and a variety of problems in data analysis (see [15]). This indicates that Pseudo
Boolean objectives are sufficient in a range of applications, and hence MaxSMT,
with its addition of theories, is likely to have even greater applicability.

The implicit hitting set (IHS) approach [79] for solving MaxSAT has seen
considerable recent progress and is now one of the most effective ways of solving
MaxSAT. For example, THS solvers have been the top performing solvers on
weighted problems in the most recent 2016 and 2017 evaluations of MaxSAT
solvers [5]. One of the key benefits of the IHS approach is that it provides a clear
separation between optimization and propositional reasoning. In particular, in
THS solvers optimization is performed by a separate minimum cost hitting set
solver, while the SAT solver is used solely for propositional reasoning. This
separation of concerns supports the observed improved performance by allowing
the exploitation of more efficient specialized solvers for each component.

Since MaxSAT and MaxSMT are quite similar problems, this naturally leads
to the question of how MaxSMT can be similarly separated into optimization,
propositional reasoning, and theory reasoning. In this paper we provide a general
view of how these separate components can be combined to solve MaxSMT by
providing a formal reasoning calculus [194] for MaxSMT solvers that achieves a
clear separation of these different components. The calculus formalizes a notion
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of state that abstracts the more complex notions of state used in implemented
solvers, and a set of inference rules for transforming the state that abstracts
the operations performed by implemented solvers. The power of the calculus
is that almost any scheme for scheduling the application of these rules leads
to a solution. Hence, it supports the design of a wide range of different im-
plementations of the basic inferences and of control structures for scheduling
their application. It also provides a formal framework for effective harvesting of
advances in MaxSAT for improving MaxSMT and vice versa.

3.2 Preliminaries

We consider formulas F' in conjunctive normal form (CNF) consisting of a set
of clauses, where each clause C' is a disjunction of literals, which are first-order
atoms or propositional variables, or their negation. MaxSAT problems are spec-
ified by a purely propositional CNF F', without first-order atoms, partitioned
into hard and soft clauses, hard(F') and soft(F'). A feasible solution to the
MaxSAT problem is a truth assignment that satisfies all of the hard clauses. A
core in MaxSAT solving is a set of soft clauses (a subset of soft(F')) that when
combined with the hard clauses forms an unsatisfiable set of clauses.

Each soft clause C has a positive weight, denoted by cost(C'), which specifies
the cost of falsifying it. The cost of a set of soft clauses S is the sum of the costs
of the soft clauses it contains: cost(S) = > g cost(C). The cost of a feasible
solution 7 is the sum of the costs of the soft clauses it falsifies: cost(w) =
cost({C € S | m = C}). An optimal solution for a MaxSAT problem is
a feasible solution with minimum cost among all feasible solutions. Solving a
MaxSAT problem is the task of finding an optimal solution.

We can restrict our attention, w.l.o.g., to formulas F' in which all soft clauses
are unit. In particular, any non-unit soft clause C' can be converted to a unit
soft clause by (i) adding a new (relazed) hard clause C'V v where v is a new
propositional variable (called a relazing or selector variable), and (i7) replacing
the soft clause C' with a new unit soft clause (—v) with cost((—w)) = cost(C).
This transformation is sound since any optimal solution satisfies C' <> —w.

Considering ground first-order atoms generalizes MaxSAT to MaxSMT [192],
as SMT [215] generalizes SAT. As in MaxSAT, a MaxSMT problem consists of
a set of hard and soft clauses with each soft clause having a weight. However, in
MaxSMT literals can be formed from theory atoms as well as from propositional
variables. For example, over the theory of linear real arithmetic (LRA) we could
form clauses like (pV =(1 < y) V (z +y > 2)), with a propositional variable p
and LRA theory atoms (1 < y) and (z +y > 2).

Let atoms(F') be the set of atoms in F', which range over propositional vari-
ables as well as theory atoms. We extend this notion to literals, clauses, and
sequences of literals accordingly. A (partial truth) assignment over atoms(F')
is a sequence of literals from atoms(F') that (i) does not contain both x and —x
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for any = € atoms(F') and (i7) has no repeated literals. If A and M are two se-
quences of literals we write AM to indicate their concatenation. An assignment
7 over atoms(F) is called a propositional model of F, denoted by 7 = F,
if it satisfies the Boolean abstraction of F' in which theory atoms are treated
simply as new independent propositional variables. A propositional model of F,
m, is also a theory consistent model of F' if the conjunction of theory literals
made true by 7 is consistent with all theory axioms, denoted 7 =1 F.

A feasible solution 7 for a MaxSMT formula F is required to be theory consis-
tent model of hard(F') (w =1 hard(F')). The cost of 7 is defined as in MaxSAT.
Accordingly, solving MaxSMT means finding an optimal (minimum cost) feasi-
ble solution. Again, w.l.o.g., we can assume that all soft clauses are unit clauses.
Similarly, a core in MaxSMT is a subset of soft clauses that when combined
with the hard clauses does not have a theory consistent model.

Let K be a set of cores, i.e., a set of sets of soft clauses. A hitting set n of
K is a set of soft clauses that has a non-empty intersection with every set in K:
Vi € K.nNk # 0. As defined above cost(n) =3¢ ¢, cost(C).

3.3 Abstract Hitting Set based MaxSMT Solving

The main contribution of our paper is to introduce and formalize a calculus for
the implicit hitting set (IHS) approach for MaxSMT, which at the same time
provides the first formal calculus for the ITHS approach to MaxSAT [79]. Our
calculus captures a flexible separation between optimization, propositional rea-
soning, and theory reasoning, supporting a number of different implementation
strategies. The separation between optimization and propositional reasoning is
achieved by exploiting the ITHS approach for solving MaxSAT /MaxSMT. Other
approaches to MaxSAT solving, e.g., [6,177,/187], employ exclusively propo-
sitional reasoning, doing optimization by solving a sequence of SAT decision
problems.

Our calculus can be modified to model such approaches by combining the
optimization and propositional reasoning components into a single “MaxSAT”
component. This would provide a formal model of MaxSMT approaches like |74].
However, as we will demonstrate below, even without such a formal model our
calculus still provides a framework for understanding the approach of [74].

THS and the above cited approaches to solving MaxSAT use propositional
reasoning to find cores by exploiting SAT solving under assumptions [88]. In
particular, for any subset of soft clauses S we can determine if S and the hard
clauses are satisfiable by assuming that the literal of each (unit) soft clause in S is
true. If the conjunction of these literals with the hard clauses is unsatisfiable, the
SAT solver assumption mechanism returns a clause falsified by the assumptions.
Hence, this clause contains only negations of assumed literals, identifying a
subset of S that, with the hard clauses, is unsatisfiable (i.e., a core).

Hence, as a first step towards a formal calculus for IHS MaxSMT solving, we
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Table 3.1: Transition rules for solving SAT under assumptions (A-Sat)

UnirProp . There is a clause (C'V ¢) € F s.t.
A|M|F=A|ML|F if { AM = —C and at(om(é))(i atoms(AM)
DECIDE
A|M|F= A| M |F if  atom(() € (atoms(F)\ atoms(AM))
BACKJUMP There is a clause C' € F s.t. AM{EN = -~C
A|MUEN|F= A|M/V|F if { andaclause C' V¢ st. FE=C'V /I,

AM = —C" and atom(£') € atoms(£*N)

LEARN
. FECandC¢F
AIM|F= A|M|FC if { atoms(C) C (atoms(F) U atoms(AM))

FORGET
A|M|F,C=A|M|F it FEC
SAT-MODEL
A|M|F = SAT(AM, F) if AMEF
UNSAT There is a clause D € F s.t. AM |=—-D
A| M| F = conflict(F,C) if M contains no decision literals
and C is a clause s.t. F'|=C and A = -C

provide a calculus for assumption based SAT and SMT reasoning. To the best of
our knowledge, such a calculus has not been specified before. This contribution
should be useful independent of MaxSMT since assumption based reasoning is
used in many different applications besides optimization.

3.3.1 SAT/SMT Solving under Assumptions

To formalize assumption based incremental SAT solving [88] and lift it to SMT,
we extend the DPLL(T) calculus originally presented in [194]. As above let F’
be a first-order quantifier-free CNF formula over theory T. The states of our
calculus are specified by a triple A | M | F, where F' is a CNF formula (initially
the input formula), A and M are non-overlapping assignments over atoms(F).
A is the given set of assumptions, and M is the solver’s current set of implied
and decided (noted by a superscript d, e.g., £¢) literals.

The transition rules given in Table specify an abstract assumption based
SAT solver (A-Sat). These rules follow [194] but are adapted to handle as-
sumptions; the main changes are as follows. First, the abstract states and
rules have been extended with a (possibly empty) set of assumption literals
A over atoms(F'). For example, LEARN is the same, but UNITPROP requires
AM = —C, instead of M |= =C. Second, we modified the rule Fail to obtain
a new rule UNSAT that transitions into a conflict(F,C) state when M has no
decision literals and AM = —D for some D € F. In that case, F' A A must be
unsatisfiable, and we can always find a clause C implied by F' and falsified by
A (e.g., by resolving all literals negated by M from the clause D). And third,
we introduce a transition rule that leads to an explicit SAT (AM, F') state when
AM = F holds. This facilitates combining the assumption based transitions
with a MaxSAT or MaxSMT transition system. It can be noted that our cal-
culus captures the technique of [88] which uses one particular control scheme
to derive the clauses D and C used in the UNSAT rule (it is irrelevant that [88]
intermixes A and M).
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Table 3.2: Additional rules for solving SMT under assumptions (A-Smt)

T-BACKJUMP There is a clause C' € F s.t. AM{EN = -~C
A|MUEN|F= A|M/{ |F if { andaclause C' V¢ st. Fl=r C'V I,
AM = =C’ and atom(¢') € atoms(¢9N)

T-LEARN

. FlErCand C¢F
AIM|F= A|M|FC if { atoms(C) C (atoms(F) U atoms(AM))
T-FORGET
A|M|F,C= A|M|F if FErC
T-MODEL
A|M|F = T-SAT(AM, F) if AMr F

Abstract assumption based SMT solving (A-Smt) is specified by the rules
of Table [3.2 along with the rules UNITPROP, DECIDE and UNSAT of Table
Note that T-entailment subsumes propositional entailment, i.e., F' = C implies
F =7 C. Hence, T-LEARN can learn any clauses that LEARN can, and T-
LEARN need not always employ theory reasoning (it can also use propositional
reasoning to perform learning). This can be important in practice if reasoning
in T is expensive. The same remark holds for T-BACcKJUMP and T-FORGET.

It can also be noted that UNSAT requires a falsified clause D to be in F.
Hence, when F'A A is propositionally satisfiable but T-unsatisfiable our calculus
requires sufficient theory lemmas from T-LEARN so as to obtain a falsified clause
in F' and to derive a clause C falsified by A.

We say that a state S in a transition system is final when no rules are appli-
cable to it. Given a set of assumed literals A and a formula F', the initial state of
assumption based SAT/SMT solving is A | 0 | F. Deciding the satisfiability /T-
satisfiability of F' assuming A is a derivation of the form A |} | FF = --- = S,
where S, is a final state in the A-Sat/A-Smt system.

Theorem 3.3.1 (Termination). Any sequence of transitions A |0 | F = ---
in A-Sat (A-Smt) that contains no infinite subsequence consisting only of rules
from the set {LEARN, FORGET} ({T-LEARN, T-FORGET}), is finite.

Theorem 3.3.2 (Soundness). For any derivation A | ) | F = --- = S in
A-Sat (A-Smt) where S is final w.r.t. A-Sat (A-Smt) we have
1. S = conflict(F',C) with F' = C, A = =C iff
F A A is (T-)unsatisfiable.
2. §=(T-)SAT(AM,F') with AM =) F' iff
F A A is (T-)satisfiable.

We can treat A as a prefix of decision literals of M that can not be changed
by backjumping. Under this interpretation the results of [194] can be extended
to obtain proofs for Theorems and We omit the details due to space

constraints.
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Table 3.3: Transition rules for Optimization (x is any SAT/SMT state) (A-MaxSMT)

SAT /SMT-TRANSITION ' is reachable from * by
(LB, UB,p) | K| (x) = if a single A-Sat/A-Smt transition
(LB, UB,p) | K| (") step (see Table and Table
CORE —
(LB, UB, u) | K | (conflict(F, C)) = it {0 (o ltcdl and)” ¢ K
(LB.'UB, 1) | K, % | (conflict(F, C)) K is set of soft clauses
HS
) = HS(K)
(LB, UB, )| K| (x) = ir {1
(LB, UB,u) | K| (A" | 0| F) A" ={t] (£) € (soft(F) —n)}

MINHS n = minHS (K)
(LB, UB, ) | K | {x) = if ¢ A’ ={L](€) € (soft(F) —n)}
(LB, UB,u) | K|(A"| 0| F) LB’ = max(LB, cost(n))
IMPROVEDSOLUTION
(LB, UB,u) | K | (T-SAT(AM,F)) = if  cost(AM) < UB
(LB, cost(AM), AM) | K | {T-SAT(AM,F))
OPTIMALSOLUTION
(LB, UB,pu) | K| (x) = optSoln(u) if LB >UB

3.3.2 THS MaxSAT/MaxSMT Solving

To obtain an abstract THS based MaxSMT solver we add the rules given in
Table [3.3] These rules extend the states of A-Smt by adding K and the triple
(LB, UB, 1), where K is a set of cores, LB and UB are lower and upper bounds
on the cost of an optimal solution to the input CNF F, and p is a feasible
solution, represented as a sequence of literals over atoms(F), with cost(u) = UB.
Let A-MaxSMT be the transition system defined by the rules in Table[3.3]along
with the rules A-Smt[l| The initial state of A-MaxSMT is always the state
IS = (0,00, undef) |0 | {({¢ | (£) € soft(F)} | 0 | hard(F)), i.e., we start with
valid lower and upper bounds, an empty set of cores, an initial assumption that
all soft clauses are satisfied, and all of the hard clauses of F.

The calculus computes a growing set of cores K, each obtained from assump-
tion based SMT solving, and uses the two subroutines, minHS (K ) which returns
a minimum cost hitting set of K, and HS(K) which returns an arbitrary hitting
set of K. It can be noted that the assumptions (initially and after the rules
HS or MINHS) are always asserting that some subset of the soft clauses along
with the hard clauses are satisfied. Hence, as explained above, the subset of
soft(F) identified by the returned conflict and added to K by rule CORE must
be a core. Furthermore, the assumptions always specify that all soft clauses
except those in some hitting set n of K are true. Thus, the returned conflict
must identify a new core k that cannot already be in K. In particular, « is a
subset of soft(F) —n (it is a subset of the assumed true soft clauses) but no
s € K is a subset of soft(F') — n since s contains a non-empty subset s N7 not
in soft(F) —n.

We say that S; = --- = S, is a progressing subsequence if (a) S is
the result of applying the MINHS rule, (b) all transitions in the sequence arise

THS MaxSAT solvers can be obtained by using the A-Sat rules and replacing
T-SAT(AM, F) in ImprovedSolution with SAT(AM, F).
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from applying one of the A-Smt rules (i.e. are SAT /SMT-TRANSITION steps),
and (c) S, is final with respect to the rules of A-Smt (i.e., no SAT/SMT-
TRANSITION is applicable).

Theorem 3.3.3 (Termination). If hard(F) is T-satisfiable then any derivation
IS = 51 = - of A-MaxSMT is finite if it satisfies the following conditions:

1. contains no infinite subsequence of rules from the set
{T-LEARN, T-FORGET}

2. contains no infinite subsequence not containing a progressing subsequence

3. always applies the transitions OPTIMALSOLUTION, IMPROVEDSOLUTION
and CORE whenever they are applicable (with OPTIMALSOLUTION being

applied first).

Theorem 3.3.4 (Soundness). If hard(F) is T-satisfiable, IS = --- = S, is a
finite sequence of transitions in A-MaxSMT, and S, is final in A-MaxSMT,
then Sy, is optSoln(u) and p is an optimal solution of F'.

Theorem is immediate from the fact that (a) optSoln(u) is the only
final state in A-MaxSMT, (b) LB and UB are always valid bounds, and (c)
cost(pn) = UB.

Hence, the main result is that the calculus terminates under the conditions of
Theorem A sketch of the proof follows. First, from Theorem [3.3.1] it can
be seen that all progressing subsequences must be finite, and thus any infinite
sequence of transitions must contain an infinite number of progressing subse-
quences. Theorem shows that every progressing subsequence must reach
either a T-SAT or a conflict final state. If a conflict state is reached, then CORE
must be applied next. As explained above this must add a new core to K. Each
core is a subset of soft(F') so only a finite number of cores exist. Hence, only a
finite number of progressing subsequences can end in conflict. Otherwise, the
progressing subsequence reaches T-SAT. But this can happen only once since
the feasible solution found, AM, must be an optimal solution. AM satisfies
all clauses except those in a minimum cost hitting set n of K (obtained from
MINHS), and hence cost(AM) < cost(n). Every feasible solution 7 satisfies
hard(F') and every core is unsatisfiable when added to hard(F'). Hence, m must
falsify at least one soft clause in every core; i.e., the set of clauses falsified by
7 is a hitting set of K. So by the definition of cost and the minimality of 7,
cost(n) < cost(m), and thus cost(AM) < cost(w) for every feasible solution 7.
Once AM is found, IMPROVEDSOLUTION must be applicable and the condition
cost(AM) = UB < cost(n) < LB is achieved (MINHS ensures cost(n) < LB).
Then OPTIMALSOLUTION must be applied and the derivation terminates. In
sum, under the stated conditions only a finite number of progressing subse-
quences can be executed and so the derivation must be finite.
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: MaxSAT Solver

cost over
soft(F) |K =0 A [hard(F); AM [ atoms(F)
Assume /_\
OPT SAT Theories
Opt. Sol. | ~Lore/Sol.- wiLemma_~
kJAM : o
optSoln(AM) : :

Figure 3.1: General architecture for an IHS based MaxSMT solver

3.4 Generic Hitting Set based MaxSMT

Here we present a general framework that realizes the previously introduced
ideas for IHS based MaxSMT solving. Following the desiderata presented in our
introduction, we decompose the problem of MaxSMT into three sub-problems:
optimization (over Boolean atoms), Boolean satisfiability, and theory reasoning.
Although modern SMT solvers are equipped with efficient engines for arith-
metic reasoning, in MaxSMT the optimization problem depends purely on the
Boolean abstraction of the formula and thus delegating the task of optimization
to a specialized solver can be more efficient [218]. Figure shows a general
architecture to solve MaxSMT as an implicit hitting set problem [69,212]. The
method combines three components that are responsible for our three subtasks:
OPT, an optimizer for hitting set computation; SAT, a SAT solver for Boolean
reasoning; and Theories, a set of theory solvers to perform theory reasoning.
The framework expects as input a MaxSMT formula (F') with a satisfiable set
of hard clauses. The SAT and Theory solvers consider only the hard clauses,
while the soft (unit) clauses and their costs are only considered by the optimizer.
Note that we can initially check the hard clauses for satisfiability. If they are
unsatisfiable there is no optimal solution.

The evaluation starts with OPT, which computes a (potentially optimal) hit-
ting set 1 of the current set of unsatisfiable cores (K'). This is translated into a
set of assumptions (noted as A in Fig. that requires the satisfaction of all
soft clauses not in 7 (see HS and MINHS steps of A-MaxSMT).

The SAT solver can then decide if there exists a feasible solution satisfying
hard(F') and the assumptions. Theory solvers can be invoked at various points
to check the T-consistency of the SAT solver’s current partial assignment AM
and to perform T-learning. As in [194] there are a range of flexible (e.g., more
eager or more lazy) strategies for deciding when theory reasoning should be
invoked.

For a given conjunction of theory literals, a theory solver might return a subset
that is T-unsatisfiable forming a conflict clause after negation, or additional
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Figure 3.2: Example merged (i.e. single-SAT) instantiations of our framework

theory clauses for T-learning. In both cases the returned clauses are valid lem-
mas of the theory (C in Fig. . The SAT and theory solvers continue their
collaboration under the assumption of A until either a theory consistent model
of hard(F) A A is found (i.e. state T-SAT(AM, F) is reached), or hard(F) A A
is found to be unsatisfiable (i.e. state conflict(F,C) is reached). In the latter
case, the SAT solver constructs an unsatisfiable core (x in Fig. that con-
sists of a subset of the soft clauses assumed to be satisfied in A. After that,
the optimizer can compute a new hitting set that hits x as well. Note that the
new hitting set need not be of minimum cost. From the new hitting set, a new
A is constructed and a new iteration starts. Any theory consistent model that
is found for hard(F) A A is a feasible solution of the MaxSMT problem. The
optimality of these solutions can be decided by the optimizer component based
on their costs. In case the found solution is not optimal, a new hitting set is
computed in order to find a better solution. Otherwise, the model is returned
as a final optimal solution.

3.4.1 Possible Instantiations

A practical tool following our proposed general architecture can be achieved in
various ways. Based on Fig. one could combine a hitting set calculator
with a SAT solver and a set of theory solvers. However, this implementation
would not automatically benefit from the advanced techniques implemented in
MaxSAT and SMT solvers nor from any future improvements to such solvers.
So a more practical question is how to combine already existing tools to obtain
a MaxSMT solver. Here we consider mixed integer programming solvers (MIP),
for example CPLEX, for solving the minimum hitting set problem since they are
widely available and display state of the art performance on a range of instances.

As Fig. hints, some MaxSAT solvers already implement efficient collab-
oration between MIP and SAT solvers, while SMT solvers combine SAT and
theory solvers. Combining these solvers as black-boxes results in an engine that
contains two SAT solvers, while merging these engines results in a tool with a
single SAT solver. Figure shows two possible instances of the latter case.
On the left, we keep an SMT solver as a black-box and combine it with a MIP
solver that is responsible for the hitting sets (and so the assumptions) in each
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Figure 3.3: Example combined (i.e. double-SAT) instantiations of our framework

iteration. A benefit of this instance is efficient SMT solving and the ability to
use the full power of the MIP solver to express complex objective functions (e.g.,
multi-objective optimization). One disadvantage is the lack of MaxSAT prepro-
cessing and simplifications. A tighter combination could replace the SAT solver
in an IHS based MaxSAT solver with an SMT solver. However, in IHS MaxSAT
solving SAT calls are considered relatively cheap compared to MIP calls [80],
but SMT calls can be more expensive, so the tradeoffs of some techniques would
have to be reevaluated. The instance on the right side of Fig. considers a
(not necessarily THS based) MaxSAT solver as a black-box to find an optimal
solution for the abstraction of the problem, and forms a lazy lemmas on demand
structure with a set of theory solvers for theory consistency checks. The bene-
fit here is efficient optimization solving, but the disadvantage is delayed theory
support.

Instantiations in Fig. ﬁ present possibilities for combining black-box (i.e. not
necessarily THS based) MaxSAT and SMT solvers, providing the advantage of
efficient optimization and SMT solving at the same time. These combinations
contain multiple SAT solvers where the connecting interface determines the
work distribution among them. On the left side, the solvers communicate via
assumptions and cores or solutions. Whenever the MaxSAT solver finds an
optimal propositional model for its current problem, the SMT solver has to
verify that the soft clauses satisfied in that model are also T-satisfiable (via a
set of assumptions that forces their satisfaction). If not, it returns a new core
to refine the MaxSAT problem. In practice, the effectiveness of this instance
would be compromised if many iterations are needed to refine the MaxSAT
model. Another possible disadvantage of this instance is that the SMT solver
could learn lemmas that would be useful to the MaxSAT engine but are never
passed to it.

An alternate instance (right side in Fig. involves the MaxSAT solver
giving to the SMT solver the complete propositional model it found (the optimal
model for its current problem). If that model is not theory consistent the SMT
solver can return any number of lemmas to refine the MaxSAT problem. In this
instance the MaxSAT solver can learn theory related constraints from the SMT
solver beyond unsatisfiable cores. The approach introduced in |74] can be seen
as a combination of the instances in Fig.[3.3] There the MaxSAT optimal model
is used to provide assumptions to the SMT solver (as in the left-hand instance),
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but the SMT solver can return many lemmas to the MaxSAT solver not just
cores (as in the right-hand instance). A potential drawback of that approach is
that the returned lemmas might or might not be useful to the MaxSAT solver,
and there is a risk of overloading the MaxSAT solver.

Based on these instances, it appears that support of assumption based in-
cremental solving and efficient extraction of small cores are important features
of the involved tools. Thus techniques that improve these aspects of solvers
(e.g., [155]) have the potential to improve modular MaxSMT solvers as well.
Further, note that our calculus allows the interruption of SMT calls in certain
cases (see conditions in Theorem , which may be worth considering in
practice.

3.5 Related Work

As argued in the introduction the focus of this paper is on the important class
of MaxSMT solvers. Thus this section will concentrate on the closest related
approaches. Additional experimental results are provided in the next section.

We modify and extend a general DPLL(T) framework introduced in [194] to
formalize our MaxSMT solving approach. Another extension of DPLL(T) by
Nieuwenhuis and Oliveras in [192] represents the optimization task explicitly as
a set of theory constraints and progressively strengthens this theory by deriving
tighter bounds. Our extension of DPLL(T) focuses only on MaxSMT problems
and separates the optimization task from theory reasoning.

A modular approach was proposed by Cimatti et al. in [74] where MaxSAT
and SMT solvers are employed as black-boxes for MaxSMT solving. As we
showed in Section [3.4.1] our framework includes this approach. In Section [3.6)
we present some empirical results comparing their approach with other instan-
tiations.

In the context of core-guided MaxSAT solving, SMT solvers have been used
instead of SAT, e.g., [7], to handle cardinality constraints more efficiently. We
focus on THS based MaxSMT solving in which no cardinality constraints are
introduced into the SMT sub-problems.

Manolios et al. introduced the theoretical underpinnings of a Branch and Cut
Modulo Theories framework and developed an optimization procedure where in-
teger linear programming (ILP) and stably-infinite theories are combined [171].
Our approach delegates Boolean reasoning to a SAT solver, while in their con-
struction this is done by the ILP solver.

3.6 Experimental Evaluation

We implemented two instantiations of our framework. Both use MathSAT5 [73]
version 5.5.1 as the SMT component. Our first implementation maxhs-msat
follows the architecture proposed on the left side of Fig. It combines maxHS
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3.0 as the optimizer with MathSAT5. To evaluate the potential of lifting theory
lemmas to the MaxSAT level, as proposed in [74] and described in Section m
as a combination of the instances in Fig. the configuration maxhs-msat-
11 lifts and adds all used theory lemmas to the MaxSAT solver in addition to
unsatisfiable cores. Our second solver cplex-msat implements the architecture
shown on the left of Fig. which combines MathSATS5 directly with a hitting
set solver (CPLEX 12.7 as in maxHS 3.0) as the optimizer. In this implemen-
tation the components interface only with assumptions and unsatisfiable cores.

In both solvers the optimizers compute an optimal hitting set . In maxhs-
msat maxHS computes an optimal solution to its current Boolean abstraction,
but the clauses falsified by that solution form an optimal hitting set. The SMT
solver then tests if the other soft clauses (soft(F) — n) are T-satisfiable. If not,
a new core is added to the optimizer (along with additional theory lemmas
in maxhs-msat-11). Following [80], rather than calling the optimizer in each
iteration we allow non-optimal hitting sets. In particular, the new SMT core
can be added to the previous hitting set (-djnt), or a single minimum weight
clause from the new core can be added to the hitting set (-min). In both cases
we obtain a new (non-minimum) hitting set covering the new core. For cplex-
msat only, we can also use CPLEX to compute a linear programming solution
of the hitting set problem which when rounded up yields a new hitting set (-1p).
In these cases we continue to use non-minimum hitting sets 1’ until soft(F) —n’
becomes T-satisfiable, and then we again use the optimizer to compute a hitting
set with minimum cost.

We compare against two state-of-the-art MaxSMT solvers. OptiMathSAT
(version 1.4.5) [217] is a general purpose Optimization Modulo Theories (OMT)
solver that we use in two different configurations. The default configuration
is denoted by optimathsat-omt, while optimathsat-maxres employs the
maximum resolution approach of |[187]. We also compare against z3 (version
4.6.0) with two different MaxSAT engine configurations (z3-maxres and z3-
wmax). Note, that the hitting set based engine in z3 has been deprecated and
was removed.

We considered three sets of benchmarks from three different sources. The
LL-benchmark set consists of all 398 quantifier free MaxSMT benchmarks used
in [74] with annotations replaced by soft assertions, split into 212 benchmarks
over the theory of linear integer arithmetic and 186 benchmarks over linear
real arithmetic. For each theory, half the instances have Unit weight for soft
assertions, while the other half contains Random weights in the interval of 1
and 100. The runtime limit on these instances was set to 20 minutes.

Our second benchmark set LEX-benchmark, consisting of equalities over propo-
sitional atoms, are lexicographically-optimum realization problems used in [218].
We only considered the 6098 instances where three groups of soft assertions
(Time, Cost and Weight) have different priorities and the objective is to lexi-
cographically minimize the sum of the falsified assertions with respect to a given
priority order of T, C, W). The time limit was set to 100 seconds.
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Table 3.4: Results of various solvers and configurations on LL-benchmarks from |74].

LIA(212) | LRA(186)

Solver G 0 T R Total | SMT% | OPT%
cplex-msat 82 90 85 85 342 99.22% 0.13%
cplex-msat-djnt 85 | 91 | 85 | 85 346 | 98.83% | 0.33%
cplex-msat-min 83 86 85 85 339 99.22% 0.04%
cplex-msat-lp 84 | 89 | 85 85 343 | 98.26% 0.97%
maxhs-msat 85 87 85 85 342 88.15% | 11.20%
maxhs-msat-djnt 86 89 85 85 345 83.85% | 15.36%
maxhs-msat-min 84 | 89 | 85 85 343 92.31% 7.04%
maxhs-msat-11 80 84 83 78 325 82.57% | 15.45%

maxhs-msat-11-djnt 78 84 83 77 322 87.97% | 10.37%
maxhs-msat-1l-min 79 | 8 | 82 85 332 80.13% | 17.03%
optimathsat-maxres | 87 | 90 85 86 348 - -

optimathsat-omt 75 72 85 85 317 - -
z3-maxres 73 79 | 86 85 323 - -
z3-wmax 69 | 77 | 88 88 322 - -

Finally, in order to further exercise the strengths of the different approaches,
we generated a set of scaled problems from one (arbitrarily chosen) QF-LIA
SMT-LIB benchmark family (Bofill-scheduling waste water treatment schedul-
ing problems from [50]). The original family contained 156 randomly generated
(referred as rand-wwtp) and 251 industrial (ind-wwtp) satisfiable SMT problems.
We derived instances from these SMT problems by adding randomly chosen the-
ory atoms with random polarity as unit soft clauses. The four groups of derived
instances introduced four different percentages (10%, 25%, 50% and 100%) of
the atoms in the original problem as soft assertions. All instances were gener-
ated once with unit weights and once more with random weights between 1 and
the total number of atoms. Due to space constraints, we only present results on
instances derived from rand-wwtp problems, where we observed an interesting
pattern. The time limit was set to 5 minutes.

The experiments were performed on a cluster in which each computing node
consisted of two Intel(R) Xeon(R) E5-2620 v4 @ 2.10GHz CPUs and 128 GB of
main memory. We limited memory usage of each tool to 7GB on each instance
and used different time limits as described above.

Table presents results on the LL-benchmarks. For each solver configura-
tion the first two columns list the number of solved instances with linear integer
arithmetic as background theory, where the soft assertions have Unit weights
in the first column and Random weights in the second. Analogously, the next
two columns present results in linear real arithmetic. The fifth column contains
the total sum of solved instances in the previous four columns. The last two
columns show the percentage of time spent in the SMT and in the optimization
component (considering only solved instances). The optimization component in
cplex-msat is CPLEX, while in maxhs-msat it is maxHS.

It turns out that optimathsat-maxres outperforms the other tools and con-
figurations on these instances, but our implementations remain competitive.
Furthermore, lemma lifting (maxhs-msat-11 and its different configurations)
reduces the percentage time spent in SMT solving, but has a negative effect
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Table 3.5: Results of various solvers and configurations on LEX-benchmarks from [218].

Solver CTW | Time[s] | WTC | Timefs] | cores | opt. HS
cplex-msat 3499 | 27825 | 2399 1942 | 1610031 | 1615150
cplex-msat-djnt 3687 5936 2399 1455 920387 | 137339
cplex-msat-min 3699 2479 2399 1391 909828 27245
cplex-msat-lp 3699 4564 2399 1493 | 1260683 | 19056
maxhs-msat 3699 2401 2399 1367 0 5319
maxhs-msat-djnt 3699 2224 2399 1359 0 5319
maxhs-msat-min 3699 2451 2399 1409 0 5319
maxhs-msat-11 3699 2302 2399 1518 0 5319
maxhs-msat-1l-djnt 3699 2394 2399 1406 0 5319
maxhs-msat-1l-min 3699 2441 2399 1437 0 5319
optimathsat-maxres | 3410 13851 1850 10209 - -
optimathsat-omt 3481 9710 2068 10483 - -
z3-maxres 3699 4555 2399 2231 - -
z3-wmax 3651 5566 2295 9513 - -

with respect to the number of solved instances compared to maxhs-msat and
its different configurations. None of the involved tools appears to be sensitive
to the type of weights (Uniform vs. Random). Although cplex-msat does not
contain any MaxSAT preprocessing or simplification technique, the results of
that tool in this experiment are similar to maxhs-msat.

Results on the LEX-benchmark are shown in Table The 6098 problems
contained two groups of problems. The first group of 3699 instances used the
lexicographic preference ordering Cost, Time and then Weight, and are shown
in the first two columns which list the number of solved instances and the total
run time used to solve them. The second group of 2399 instances used the
reversed lexicographic preference and are shown in the next two columns. For
our tools we also give the total number of unsatisfiable cores and of optimal
hitting set calculations (considering again only solved instances) in the last two
columns.

On these instances most versions of our approach solve at least as many
problems as the state-of-the-art tools and in significantly less time. Due to the
background theory of these instances it is enough to find a propositional model,
i.e., solve a MaxSAT problem, since every propositional solution also happens
to be T-satisfiable. This is reflected in the last two columns, where the two
instantiations of our framework show different behaviour. For maxhs-msat,
which combines maxHS with the SMT solver, the number of iterations is always
one (in all 5319 satisfiable instances). In this case maxHS finds an optimal
Boolean model (through several iterations of its internal SAT solver), which the
SMT solver then verifies to be theory consistent in one call. In case of cplex-
msat there is no additional SAT solver between the SMT and the optimization
components. Therefore it has to learn all the necessary transitivity properties
of the equalities in form of cores from the SMT solver. Thus the number of
unsatisfiable cores is higher for cplex-msat, which can significantly increase
solving time depending on the type of hitting sets used.
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Table 3.6: Results of considered solvers and configurations on rand-wwtp family with
10%-100% random unit soft clauses. Each %-group consists of 312 problems.

Solver 10% | 256% | 50% | 100% | Total | SMT% | OPT%
cplex-msat 289 | 271 | 203 4 767 | 60.85% | 38.46%
cplex-msat-djnt 286 | 247 | 114 2 649 | 97.35% | 1.96%
cplex-msat-min 282 | 244 | 142 16 684 | 91.46% | 7.68%
cplex-msat-lp 287 | 262 | 184 13 746 83.4% | 15.27%
maxhs-msat 288 | 270 | 179 0 737 | 42.28% | 57.31%
maxhs-msat-djnt 289 | 249 | 112 1 651 | 93.91% | 5.69%
maxhs-msat-min 281 | 242 | 132 15 670 | 87.99% | 11.59%
maxhs-msat-11 266 | 166 | 16 448 7.69% | 84.93%

0
maxhs-msat-1l-djnt 266 | 161 9 0 436 | 11.30% | 77.59%
maxhs-msat-1l-min 263 | 166 | 27 0 456 | 11.36% | 68.11%
optimathsat-maxres | 291 | 258 | 123 0 672 - -
0
0
0

optimathsat-omt 240 | 130 0 370 - -
z3-maxres 280 | 224 | 103 607 - -
z3-wmax 304 | 288 4 596 - -

These benchmarks in essence allow us to compare the effectiveness of the
optimization components independently of the SMT component. This benefits
our hitting set based methods, while other solvers rely on alternative approaches.
Another important difference is that our prototypes solve lexicographic problems
as single objective functions in one run by aggregating the cost functions [175].

The last table (Table presents results for the randomized rand-wwtp
benchmarks on which cplex-msat performs better than maxhs-msat. Using
non-minimum hitting sets measurably reduces the performance of both imple-
mentations on these instances. From the last two columns we can deduce that
the best performing methods are those where more time was spent within the
optimization component. Although lemma lifting does result in significant more
time spent in maxHS calls, some part of it is spent in the SAT solver, and not
in actual optimization. This might explain its bad performance.

To summarize, the experiments support the need for a generic framework for
MaxSMT. More concretely we make the following three observations. First,
there is no overall best configuration. Performance depends on the distribu-
tion of the workload among the involved components, since in general the dif-
ficulty of the optimization and SMT problems differ. For instance, improved
MaxSAT performance does not necessarily translate into improved MaxSMT
performance, simply because of different relative costs between SMT calls and
SAT calls. Accordingly, non-minimum hitting sets (like disjoint cores or LP
relaxation) usually reduce the workload of the optimizer but put more stress on
the SMT solver.

Second, the number of extracted unsatisfiable cores or calculated optimal
hitting sets is not always an expedient metric to measure the performance of
MaxSMT. Finally, most of the time, lemma lifting does not improve but actually
seems to reduce performance of a modular MaxSMT solver, particularly with
an implicit hitting set based approach. All of our experimental results as well
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as the evaluated benchmarks are available at http://fmv. jku.at/maxsmt/.

3.7 Conclusion

We have proposed an abstract framework to gain a unifying view of how op-
timization, propositional reasoning, and theory reasoning can be combined in
IHS based MaxSMT solving. Our framework is very flexible supporting a rich
space of possible implementation architectures all of which are provably sound.
Our empirical results show that different architectures yield quite different per-
formance on different problems sets. This implies that there is considerable
potential in more fully exploiting the flexibility of our framework to obtain im-
proved and more robust performance in MaxSMT solvers.
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Abstract

Incremental SAT is about solving a sequence of related SAT problems efficiently.
It makes use of already learned information to avoid repeating redundant work.
Also preprocessing and inprocessing are considered to be crucial. Our calculus
uses the most general redundancy property and extends existing inprocessing
rules to incremental SAT solving. It allows to automatically reverse earlier
simplification steps, which are inconsistent with literals in new incrementally
added clauses. Our approach to incremental SAT solving not only simplifies the
use of inprocessing but also substantially improves solving time.
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4.1 Introduction

Solving a sequence of related SAT problems incrementally [11}|19,88/131] is cru-
cial for the efficiency of SAT based model checking [40,52,[89}/154], and important
in many domains [109,/178||183/215]. Utilizing the effort already spent on a SAT
problem by keeping learned information (such as variable scores and learned
clauses) can significantly speed-up solving similar problems. Equally important
are formula simplification techniques such as variable elimination, subsumption,
self-subsuming resolution, and equivalence reasoning [16,864(118}/137].

These simplifications are not only applied before the problem solving starts
(preprocessing), but also periodically during the actual search (inprocessing)
[138]. In this paper we focus on how to efficiently combine simplification tech-
niques with incremental SAT solving.

Consider the SAT problem F? = (aVb)A(—aV-b). Both clauses are redundant
and can be eliminated by for instance variable or blocked clause elimination
[86,/137]. The resulting empty set of clauses is of course satisfiable and the SAT
solver could for example simply just assign false to both variable as a solution.
That is of course not a satisfying assignment of F°, but can be transformed into
one by solution reconstruction [136}(138|, taking eliminated clauses into account.
As we will see later, this would set the truth value of either a or b to true.

Now consider the SAT problem F! = (a Vv b) A (ma V =b) A (=a) A (—=b) which
is actually an extension of FV with the clauses (—a) and (=b). Simply adding
them to our simplified F? (i.e. to the empty set of clauses) would result in a
formula that again is satisfied by assigning false to each variable. However,
using solution reconstruction on that assignment leads to the same solution as
before, one that satisfies (a VV b), and thus would actually falsify (—a) or (—b).
The solver would incorrectly report that F! is satisfiable, and even return an
invalid solution. Thus naively using inprocessing in an incremental setting is
not sound.

Obviously one can just give up on incrementality and simply solve F'! from
scratch but with pre- and inprocessing. Another trivial approach is to use
learned information from solving F°, but then disable inprocessing. A compro-
mise is to disallow inprocessing partially by freezing [89] those variables that are
not allowed to be involved in simplifications (“Don’t Touch” variables in [154]).
This is rather error-prone and cumbersome for the user, and even often impos-
sible [185].

Our approach benefits from most inprocessing techniques, without freezing
any variables. It identifies potential problems between an eliminated clause,
such as (a V b) in the example, and new clauses, such as (—a) and (—b). In such
a case it moves back the eliminated clause to the formula before adding the new
clauses. This greatly simplifies the way how incremental SAT solvers can be
used.

The specialized approach in [185] focuses on three preprocessing techniques
(variable elimination, subsumption and self-subsumption of [86]). It applies a
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preprocessing phase before each incremental SAT call. Instead of that, we adapt
and extend the framework of [138] and present a generic calculus which allows to
combine a much broader set of pre- and inprocessing techniques with incremental
SAT solving. Actually, we use the most general redundancy property |124,/125]
that covers not only all techniques in [185], but also provides optimized pro-
cedures for equivalence literal reasoning [16] and even blocked clause elimina-
tion [137]. However, we do not yet support techniques that remove models, such
as blocked clause addition [10,/138},/153}/173] (neither does [185]).

Our approach is also more precise than [185] since it allows to distinguish
simplification steps applied on different phases of variables, i.e. we provide a
literal- and not just variable-based approach. On the practical side, beyond
enabling a wider range of pre- and inprocessing techniques, we present a simple
algorithm, which yields an efficient implementation as confirmed by our experi-
ments. Using dedicated techniques for inprocessing under assumptions, as |186]
extends [185] based on [184], is orthogonal to the approach presented in this
paper.

After preliminaries we present our new rules for incremental SAT solving in
Sect. which are proven correct in Sect. We discuss implementation de-
tails in Sect. [£.5] followed by experimental results in Sect. [£.6] before we conclude
in Sect. A7

4.2 Preliminaries

Satisfiability A literal is either a Boolean variable (v), or its negation (—w).
A clause is a disjunction of literals, and a formula in conjunctive normal form
(CNF) is a conjunction of clauses. If convenient, we consider a clause as a set
of literals and a formula as a set of clauses. A (partial) truth assignment T is
a consistent set of literals assigning truth values to variables as follows. In case
v € 7, then v is assigned true by 7 (denoted as 7(v) = T), while if —v € 7,
then v is assigned false (7(v) = L). A truth assignment satisfies a literal £
(denoted as 7(¢) = T) if ¢ € 7 and it falsifies it (denoted as 7(¢) = L) if ~f € T,
where =¢ = —w if £ = v and =¢ = v if £ = —w. Neither satisfied nor falsified
literals are undefined. A clause is a tautology if it contains both a literal and
the negation of it. The application of a truth assignment 7 to an arbitrary
formula F, denoted as 7(F') or Fj,, is defined as usual. When it is convenient,
we will use sets of literals directly as truth assignments. We further use 71 o 7o
to denote the composition of truth assignments 71 and 75 in the natural way,
i.e., (7‘1 9] TQ)(F) = Tl(TQ(F)).

The satisfiability problem (SAT) for a CNF asks whether there is a truth
assignment such that all clauses contain at least one satisfied literal. A truth
assignment satisfying a formula is also called a model. Formulas Fy, Fb are
logically equivalent, denoted as F} = Fy, if they are satisfied by exactly the same
truth assignments, while they are satisfiability equivalent, denoted as F| =44 Fo,
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if both of them are satisfiable or both of them are unsatisfiable.

Incremental SAT problems An incremental SAT problem F is a sequence
of clause sets (Ag,...,A,). In phase i = 0,...,n the task is to determine the
satisfiability of F¥ = Ag.. iAs, the conjunction of all added clauses up to this
point. If F? is unsatisfiable, then F7 for all j > i is unsatisfiable as well, as
each iteration just augments the set of clauses. The focus of this paper is on the
case where F* is satisfiable. We rely on the common approach to always choose
the given assumptions, literals that are assumed to be true in a phase, as first
decisions during search and thus w.l.o.g. do not need to consider assumptions in
this paper explicitly. See Minisat [88] for implementation details or [46,93] for
abstract solvers following that approach. However, the variables of assumptions
are not allowed to be eliminated or occur in witnesses (e.g., as blocking literal in
blocked clauses [137]), i.e., they have to be considered frozen [89,/154] internally.

Example 4.2.1. Consider the incremental SAT problem F = ({(aVb)}, {a,b}).
It consists of two SAT queries: F° = (aVb) and F* = FONaAb= (aVb)AaAb.

Redundancy in SAT Inprocessing in SAT solving relies on the concept of
adding and removing redundant clauses. To simplify matters, in this paper we
use the most general redundancy notion [124,|125]. It covers most techniques
used in current SAT solvers including resolution asymmetric tautology (RAT),
which was used in the original work on inprocessing [138]. As |124}/125] points
out, any clause redundancy can produce a “witness”, e.g. a blocking literal in
case of a blocked clause, which allows polynomial solution reconstruction. The
following two essential definitions are adapted from [124}|125]:

Definition 4.2.1 (Witness Labelled Clause). A set of literals w and a clause
C' such that wNC # () is called a witness labelled clause and written as (w : C').

A witness is a set of literals and can be interpreted as a partial truth assign-
ment. With this interpretation, the truth assignment o which falsifies a given
clause C' but is undefined otherwise is also written as a = =C.

Definition 4.2.2 (Clause Redundancy). A witness labelled clause (w : C) is
redundant with respect to a formula F if w(C) =T and F|s = F|, fora =-C.
This is also denoted as FANC =%, F.

—sat

As has been shown in [124}/125], this is the most general notion of redundancy
and allows to simulate all other types of clause redundancy. The corresponding
proof (of Thm. 1 in [124/125]) allows to “fix” an assignment using the witness.
We formalize that part of the proof and extend it to partial truth assignments,
which allows to use partial truth assignments in the witness reconstruction pro-
cess satisfying only the simplified formula and is further useful to produce a
partial satisfying assignment after reconstruction (used for instance in [20]).
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plplo plpNC]o ¢lpNC]o eNC[plo 0
plpANClo ¢lplo eNClplo  ¢[pnClo-(1:0)
LEARN FORGET STRENGTHEN WEAKEN

where is “C has RAT w.r.t. ¢ A p” and @ is “C has RAT on [ w.r.t. ¢”.
Figure 4.1: Instantiated (with RAT) inprocessing rules as introduced in [13§]

Proposition 4.2.1. Assume FFAC =%, F as above. Let T be a (partial) truth
assignment with 7(F) =T and 7(C) # T. Then v(FNC) =T withy =T ow.

Proof. Clearly v(C) = w(C) = T. We need to show v(D) = T for all D € F.
Observe oo 7 = 7o with & = =C since 7(C) # T and « and 7 are consistent.
Thus, T = 7(F) = (a0 7)(F) = (r 0 a)(F) = (r 0 a)(F A ~C) = 7(Fla)
since a(—~C) = T. Using F|, = F|, and because F|, remains satisfied for all
extensions of 7, we get T = (Bo7T)(Flo) = (BoTow)(F) = (Bo~)(F), where
B = =D is the truth assignment falsifying the clause D € F', which in particular
gives (S ov)(D)=T. Since (D) = L we obtain T = (So~v)(D)=~(D). O

Inprocessing Our goal is to adjust and extend the abstract framework of [138]
such that incremental SAT solving with inprocessing can be handled. The
derivation performed by an inprocessing SAT solver is modelled as a sequence
of abstract states. Each state consist of three components: a set of irredundant
clauses @ that the solver aims to satisfy, a set of redundant clauses p that can be
removed without changing the satisfiability of the formula under consideration
and an ordered sequence of witness labelled clauses o (that are actually just
literal-clause pairs in [138]), to keep track of eliminated clauses.

To make the paper more self contained Fig. lists the original rules of [13§],
together with the proposed RAT instantiation of side conditions @ and .
Rule STRENGTHEN strengthens the irredundant set of clauses, by moving a
clause from the redundant set into it, while rule FORGET allows to eliminate
a redundant clause from p. Rule LEARN introduces a new clause C' into the
redundant set of clauses in case C' has RAT w.r.t. ¢ Ap. Rule WEAKEN simplifies
the irredundant set by eliminating a clause C from it if C' has RAT on a literal
[ of C' w.r.t. ¢. The eliminated clause is moved to the end of the literal-clause
pair sequence 0.

Model Reconstruction One challenge of using inprocessing is to guarantee
that a satisfying assignment of the final formula can be transformed to a satis-
fying assignment of the original, non-processed formula. A sequence of witness
labelled clauses o is used as part of the abstract state to keep track of clauses
eliminated by WEAKEN during inprocessing. The process of solution reconstruc-
tion described through pseudo code in [138] can be formalized as follows:
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Definition 4.2.3 (Reconstruction Function). Given a truth assignment T and
a sequence of witness labelled clauses o, the reconstruction function is defined
as

R(r,0) if (D) =T

R((tow),o)  otherwise.

R(t,e) =T, R(r,0-(w:D)) = {

The reconstruction function takes a (partial) truth assignment 7 and a sequence
of witness labelled clauses o as inputs. It traverses o in reverse order and sets
truth values of those literals in 7 to true that are witnesses of not yet satisfied
clauses in 0. We are now ready to formalize the central concept of this paper:

Definition 4.2.4 (Reconstruction Property). A sequence of witness labelled
clauses o satisfies the reconstruction property w.r.t. a formula F iff for all truth
assignments T satisfying F', the result of the reconstruction function R on T and
o is a satisfying assignment for F' A\ o. An abstract state ¢ [p] o satisfies the
reconstruction property iff o satisfies the reconstruction property w.r.t. @.

For the expression F'A¢ in this definition we interpret o as a set of its clauses.

4.3 Inprocessing Rules for Incremental Solving

Our first goal is to determine how information, such as learned clauses, can
be transferred from one incremental solving phase to the next, utilizing that
the sub-problem F'*! is an extension of the previously solved sub-problem F*.
Thus, instead of solving F**! from scratch, previously learned facts are reused
to avoid repeated work. This is sound if the incremental approach gives the
same answer (satisfiable or unsatisfiable) as solving from scratch.

More formally, it is crucial that 4,021_ A At Zsat F*+1 holds, where 4,07,’;1_ is
the set of irredundant clauses at the end of the evaluation of F?. We also need
to make sure that Fitl = pZi, i.e. the redundant clause set at the end of the
evaluation of F can be reused. Furthermore, we need to guarantee that a model
for Fi*1 can be resconstructed from any satisfying assignment of wijll.

To establish notation and to emphasize what we would like to improve in this
paper, we briefly describe how inprocessing in a non-incremental solver (as in
e.g. [36] with cloning) would look like using only the original inprocessing rules
of [138] (shown in Fig. . Each phase ¢ = 0,...,n of solving an incremental
problem F consists of a derivation of a formula ¢} A p} as a sequence of states

(b [pb] Ué,...,(pzi [p}ﬂ} a,ii>, where (for all j =1,...,k;)
(@) B =F% =0, of =

(b) @by [ph_1] 0}, results in @ [p}] of as
application of a rule in Fig. [4.1

(C) 906+1 — Fi—&-l’ p6+1 — @, O.é+l — .
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4.3 Inprocessing Rules for Incremental Solving

The initial state defined in (a) starts the derivation with F° as irredundant set
of clauses, with an empty ¢ and without any redundant clause. Then following
(b) the solver applies the rules of Fig. [4.1| until it reaches a state gp};l_ [ p}%i ] Uii in
which satisfiability of ¢} A pj. is determined. The new phase starts by adding a
set of clauses to the problem, as described by (c). Such a derivation only relies
on the original rules of [13§], so each phase has to restart with completely empty
p and ¢ and no information learned from solving F* can be reused to solve F*tL

To capture inprocessing in an incremental solver we have to extend and modify
the calculus of [138] (in Fig. [£.1)). The initial state in (a) and the components
of abstract states remain the same as in [138] (see Sect. [4.2)), except that o is
more general. In our new calculus it consists of witness labelled clauses instead
of literal-clause pairs, which allows to capture any redundancy property (not
just RAT). We will refer on that component of a state as reconstruction stack.

Next sections describe the derivations of (p;'- sl p§ ny a} 41 from goé- [ pé ] a;. for
each 0 < j < k; in each phase 1 = 0,...,n and show a sound way to start a new
phase i + 1 from state <p§% [ p}%] O']ii when adding A; 1 to gp}%

4.3.1 Constrained Learning

The side condition @ of rule LEARN in Fig. allows to learn clauses that re-
move models of the current formula. However, as the following example demon-
strates, this is not correct in the context of incremental solving.

Example 4.3.1. Consider the incremental SAT problem F = ({(aVb)}, {a,b}).
First in phase i = 0 the evaluation of FO starts from the initial state (a V b) [0] e.
Now the clause (—a V —b) can be learned since it has the RAT property w.r.t.
(aVb) (this is@ in Fig. . Then, rule STRENGTHEN can be applied on
(maV=b) which vyields state (aVb) A (—aV =b) [0] e, with a satisfiable set of
irredundant clauses. In the next phase i = 1 we add A1 and target to solve the
formula F' = (aVb) AaAb, which still is satisfiable. However, conjoining A1 to
the irredundant clause set of the last state of the previous phase leads to the state
(@Vb)A(maV —=b) ANaAb|[0]e with an unsatisfiable irredundant clause set.

Thus in our calculus the precondition of learning (LEARNT) is ¢ A p | C,
i.e. we allow to learn only implied clauses. Compared to [138] our new rule
LEARN™ is weaker due to this stronger side condition. It still covers most learn-
ing techniques in current SAT solvers, except forms of extended resolution such
as blocked clause addition [10,/138.|153/173]. Learned clauses can be forgotten
(FORGET) or moved to the irredundant formula (STRENGTHEN) as in [138].

4.3.2 Stronger Weakenings

We decompose the original weakening rule (WEAKEN in Fig. of [138] into
two rules: WEAKENT, as the name suggests, weakens the current formula by
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P AClolo @nClola
b

plplo-(w:C ¢lplo
WEAKENT DRrOP

where is pANC =%, ¢ and is p=C

Figure 4.2: New weakening and dropping rules

eliminating a clause C' from the irredundant set while pushing it to the recon-
struction stack. The DROP rule allows to weaken the current formula by elimi-
nating an implied clause from the irredundant set. Removal of implied clauses
from ¢ does not introduce (nor remove) models and so it is not necessary to save
these clauses on the reconstruction stack. In our implementation the DROP rule
is also used for more advanced equivalence-literal reasoning techniques [9}/16,(55].
Further, in current implementations weakening is always immediately followed
by a forget step (simulating WEAKENT).

4.3.3 Incremental Clause Addition

The main feature of incremental SAT solving is the possibility to extend the
previously solved formula with a set of new clauses. In non-incremental SAT
solving, clauses determined to be redundant, always remain redundant. In in-
cremental SAT solving arbitrary clauses can be added and thus previous sim-
plifications might need to be reconsidered and potentially reversed.

Example 4.3.2. Consider the incremental SAT problem F = ({F°}, {(-a V
b)}), where FO = (aV b) A (maV =b) A (aV =b) and F* = FO A (ma V' b). Phase
i = 0 starts from the state (aVb) A (—aV =b) A (aV —b) [0]e. Resolving the
first clause on a always produces tautological resolvents (i.e. it is blocked [137]).
Thus WEAKENT can be applied with witness a. Afterwards no other irredun-
dant clause contains literal b and so both remaining irredundant clauses are
blocked on —b. Thus they can be eliminated by WEAKENT too, which results in
state O [0] (a: (aVDb))-(=b:(maV b)) (=b: (aV b)), without irredundant
clauses left, and the solver concludes FO to be satisfiable. Adding the new clause
(-a V b) to incrementally solve F' yields a state with a satisfiable set of irre-
dundant clauses. But F' is actually unsatisfiable, so just adding (—a V b) is not
sound.

There are different ways to avoid unsoundness. An obvious way is to simply
disallow simplifications over variables (or actually literals in our calculus) that
might occur in later phases. In essence, this is the solution implemented through
freezing in current SAT solvers |89], which ensures that the reconstruction stack
does not contain frozen variables as witnesses. These frozen variables are then
the only variables of the current formula that are allowed to reoccur in new
clauses. We capture this property as follows.
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¢lplo
eANA[plo
ADDCLAUSES

where is that each clause of A is clean w.r.t. o

Figure 4.3: New rule to capture clause set augmentation

Definition 4.3.1 (Clean Clause). A clause C is clean w.r.t. a sequence of
witness labelled clauses o iff for all (w: D) € o we have that ~C Nw = ().

Example 4.3.3. The clause (aVb) is not clean w.r.t. (=b: (=aV=b))-(=b: (aV
—b)) because —(aVb)N(—b) # O. On the other hand, (—aV —b) is clean w.r.t. the
witness labelled clause sequence (—b: (a V —b)) since ~(—a V —b) N (=b) = 0.

With this definition the freezing approach guarantees that every added clause
is clean w.r.t. the reconstruction stack. Building on that observation, we can
now introduce clause addition (ADDCLAUSES in Fig. , where the side condi-
tion requires that each new clause in A is clean w.r.t. the reconstruction stack o.
If the added clauses are clean w.r.t. the reconstruction stack, then every assign-
ment satisfying them will remain satisfying after applying the reconstruction
function:

Lemma 4.3.1. If a clause C is clean w.r.t. a sequence of witness labelled clauses
o, then for all truth assignments T with 7(C) = T we have that R(1,0)(C) = T.

Proof. By induction on the length of ¢. The base case 0 = ¢ is trivial. Now
consider 0 - (w: D) and 7" =7 if 7(D) = T, 7/ = 7 ow otherwise. If 7(D) =T,
then 7/(C) = 7(C) = T. For 7(D) # T there is £ € C with 7(¢{) = T. As C'is
clean w.r.t. (w: D), i.e., "CNw = ), we have ~f ¢ w and so 7/(¢) = (Tow)(¥) =
7(¢) = T. This also holds if ¢ € w, since then w(¢) = T. Now it follows by
induction applied to 7" and o: T = R(7',0)(C) = R(7,0 - (w : D))(C). O

Thus, as long as all our clause elimination steps are based on witnesses that
never occur in new clauses, we can add clauses without any problem in new
incremental calls. However, this approach requires to know in advance in every
phase 7 every literal of every A; with j > 7. Beyond that, it allows less clauses
to be eliminated. Fortunately we can do better.

Instead of prohibiting simplifications, we allow arbitrary inprocessing as in a
non-incremental SAT solver, but later reverse simplifications inconsistent with
new clauses. It would be easy to just reverse all simplifications by reintroducing
all eliminated clauses, but this is costly (as our experiments show). Therefore,
it would be desirable to reverse a minimal subset of simplifications, but such a
minimal set is in general difficult to identify.

As compromise we try to cheaply identify a sufficient subset of problematic
simplifications as follows. If a new clause is not clean w.r.t. the reconstruc-
tion stack, we reverse those simplifications which have a negated literal of the
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elplo-w:C)-o
Yanrarad

RESTORE

where @ is C is clean w.r.t. o’

Figure 4.4: New rule to reverse a weakening step

new clause in the witness. Reversing all these problematic steps yields a clean
reconstruction stack for all new clauses that in turn allows to apply rule ADD-
CLAUSES.

4.3.4 Reversing Weakening

The side condition of rule ADDCLAUSES identifies which simplifications need to
be reversed in order to add a set of new clauses to the formula. What is missing
is a rule to actually reverse these steps. The challenge with reversing clause
eliminations is that many simplification steps are dependent on each other,
e.g., in FO of Ex. the last two clauses became blocked only after the first
simplification step. Therefore one can not just arbitrarily reverse simplifications:

Example 4.3.4. Consider again the inprocessing of F* in Example with
the final state O [0] (a: (aVb))-(=b:(maV =b))-(=b:(aV -b)). Assume we
reverse the first simplification step, i.e., we move (a\V'b) from the reconstruction
stack to the irredundant clauses. The truth assignment T = {—a, b} would satisfy
in the resulting state (a vV b) [0] (=b: (ma V =b)) - (=b: (a V b)) the irredundant
clauses. The reconstruction function on that assignment and the current stack
would be R(r,(=b : (ma V =b)) - (=b : (a V —b))). Since 7(aV —b) # T, it
first updates T with the witness of that clause and becomes ™" = (1 o {—b}) =
{—a,—b}. Then, 7' satisfies the next clause of the stack and so R(7',(=b :
(ma Vv —b))) = R(1',e) = 7'. However, 7'(aV b) = L. Thus, reversing only the
first simplification step led to a state where we failed to reconstruct a solution
for FO.

Our main contribution is the rule RESTORE in Fig. 1.4 which provides a sound
way to reintroduce selected clauses from the stack back to the formula using the
concept of clean clauses of Def. [4:31] as precondition.

Example 4.3.5. Consider again formula F° of Example . Ezample
shows that the first clause of the stack is not clean w.r.t. its suffix ((a V b)

w.r.t. (=b: (ma VvV =b)) - (=b: (aV b)), but the second and third clauses are
both clean ((—a V =b) w.r.t. (=b : (a V =b)) and (a V —b) w.r.t. €). Restoring
the second clause leads to the state (—aV =b) [0] (a: (aV b)) - (=b: (aV —b)).
A satisfying assignment of (—aV —b) is T = {—a,—b}. The reconstruction
function on T and the current stack would be then R(7,(a : (a Vb)) - (—b :
(aV b)) = R(r,(a : (a VD)), since T(aV —b) = T. Because 7(a V b) #
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Figure 4.5: Incremental inprocessing rules

T, T needs to be updated with the witness a, 7" = 70 {a} = {a,—b}. Then
R(r,(a:(aVDd)) =R(r',e) =7". The resulting assignment 7’ satisfies not just
the irredundant formula but each clause of the stack as well. Similarly, starting
from any other satisfying assignment of (—aV—b), the result of the reconstruction
function satisfies all clauses.

4.3.5 Incremental Inprocessing Rules

The final and complete version of our calculus is shown in Fig.[4.5] To keep the
notation simple the precise indexing of the states were so far omitted. Following
the convention introduced at the beginning of this section, each single-line rule
allows to derive a state g0§+1 [p§-+1} 0,1 from a state ¢} [p;] 0';, with0 <i<mn
and 0 < j < k;, while our double-line rule ADDCLAUSES transits from a state

go}'% [p’;%] a};i to state @5 [p5tt] obtt.

4.4 Formal Correctness

First we show that learned clauses are still valid in the next phase, and then
prove that solutions can be reconstructed in each satisfiable state. In these
proofs the set of irredundant clauses are always considered in combination to-
gether with the clauses on the reconstruction stack, i.e., cpz- A aj.. An important
finding of our paper is that these combined formulas always imply the redundant
clauses.

Proposition 4.4.1. In any derivation in our calculus starting from the initial
state the property ¢j N o] = p; holds for each phase i = 0...n and j with
0<j<k.

Proof. In the initial state g08 A 08 = p8 trivially holds because p8 is empty.
Assume that goz. /\a; = pj- holds (for any 7 and j s.t. 0 <i<mnand 0 <j < k;).
We show that any transition maintains the property. In case rule FORGET or
STRENGTHEN is applied, p§'+1 is weaker than p; In case of FORGET, 30§‘+1 = gp§-
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and a;'- 1= 0;'-, while in case of STRENGTHEN goé- 41 is even stronger than cpé,
and thus goé-ﬂ A J;H = p;-H trivially follows'in both cases. Rules V\fEAKENJr
and RESTORE only move a clause between ¢} and ¢} and so ¢} A o} remains
unchanged. Due to , in case of DROP, goé- = 90;' 41, and so it also trivially
maintains the property. When LEARN™ transits from state j to j 4+ 1, we get
from the inductive assumpt‘ion that goé Noj | 903 A p; and due to , we know
that ¢} A pj = C, and so ¢} A o; = pj AC = pi ;. When starting a new phase
(i.e. moving from i to i + 1 where 0 < i < n and j is k;) only new clauses are
added to cp};i by ADDCLAUSES, and so ¢ A o™ = phtt clearly holds. O

With this proposition we can now prove that the combined formulas remain
logically equivalent during a derivation, unless new clauses are added.

Proposition 4.4.2. In any derivation starting from the initial state, the prop-
erty goé/\o';- = 4,0;“/\0’;-+1 holds for phase i =0...n and each j with 0 < j < k;.

Proof. Only the rules STRENGTHEN and DROP change the combined formula.
However, STRENGTHEN strengthens with an implied clause (due to Prop. |4.4.1)),
while DROP guarantees logical equivalence due to its side condition. O

From that follows that at any point of a derivation within one phase the
combined formula is logically equivalent to the incremental sub-problem:

Corollary 4.4.1. F' = ¢i Aol = i Aol = -+ = @ZiAalii.

Proof. FO = 908 Ne = . = 9020 A 020. By an inductive argument and
Prop. FH = F NNy = @), Aoj, Ny = et A oitt =

i+1 1+1
sOki+1 Uk'i+1 :

0ol

Moreover, an important practical consequence of Cor. and Prop. is
that it is sound to keep the learned clauses of the solver when new clauses are
added:

Corollary 4.4.2. Fit! = p}%

Before we can prove that we can reconstruct a model for the original in-
cremental problem from a model of the current irredundant clauses using the
reconstruction stack we need the following lemma.

Lemma 4.4.3. For a given truth assignment T and a sequence of witness labelled
clauses o - o' we have R(1,0-0') = R(R(r,0"),0).

Proof. By induction over the length of ¢’/. The base case o’ = ¢ is trivial. Now
consider ¢/ =¢” - (w: C) and let 7/ =7 if 7(C) = T, 7 = 7 ow otherwise. Since
R(r,0-0") =R(r',0-0") and R(1,0") = R(7',0"), R(r,0-0") = R(R(r,0"),0)
follows from the induction hypothesis applied to 7/ and o - ¢”. O
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Theorem 4.4.4 (Reconstructiveness). In any derivation starting from the ini-
tial state, every state satisfies the reconstruction property of Def. [{.2.4}

Proof. In the initial state the reconstruction stack is empty, and so for any
satisfying assignment 7 of FO R(7,e)(F?) = T. To simplify notation, we first
consider only a single phase i (with 0 < ¢ < n), and omit the superscript 7.
Assume that in a state j (where 0 < j < k;), the reconstruction property holds.
Let 7 be a truth assignment with 7(¢;) = T. Then R(7,0;)(pjAc;) = T follows
by induction. In case LEARN™ or FORGET was applied to state j, we have
wj+1 = ¢j and 0,411 = 0, thus the reconstruction property remains true. Rule
STRENGTHEN moves a clause C' from p; to ¢j41 and so pj1 = ;AC and 041 =
0. In case T(g0j+1) = T we have R(r, Uj+1)(g0j /\O’j+1) =R(r, O'j)((pj /\O’j) =T
by induction. Then Prop. 4.4.1| gives ¢; A 0; = C, thus R(7,0j4+1)(¢; A C A
0j+1) = T. From the side condition of DROP we know that 7(pj11 A C) =
T whenever 7(pj+1) = T, and thus R(7,0j41)(pj+1 A ojr1) = T again by
induction. When WEAKENT is applied, a redundant clause C'is removed from ¢;
and pushed to ;41 (ie. ¢; = @1 AC) witnessed by w. Assume 7(pj41) = T.
We apply the induction hypothesis to the truth assignments 7 and (7 o w) to
get:

(i1 ANC) =T = R(1,05)(gjr1 ANC ANoj) =T (4.1)
(Tow)(pjy1 AC) =T = R((Tow),05)(pjt1 ANCAoj) =T. (4.2)

If 7(C) = T, then R(7, 0+ (w : C))(¢j41ACAc;) = T due to ([&.1). Furthermore,
assuming the side condition of WEAKEN™, we know that (w : C) is redundant
w.r.t. @jpq. If 7(C) # T, then (7 ow)(pj41 A C) = T using Prop. And
with we also get R(7,0;(w : C))(¢j+1A\CNAoj) = T if 7(C) # T. When we
restore a clause C' by RESTORE, we know that if 7(p; AC) = T then 7(C) = T.
Further, we know from the side condition of RESTORE that C is clean w.r.t. o’,
and so with Lemma we obtain R(7,0’)(C) = T. From that and from
Lemma it follows that R(r,0 - (w : C)-0') = R(R(r,0'),0 - (w : C)) =
R(R(7,0"),0) = R(r,0 - 0’), where ¢; Ao AC Ao’ evaluates to true due to the
induction hypothesis. When a new phase starts (i.e. 0 < i < n and j = k;) as
Ay is added to @};i by ADDCLAUSES, each new clause is clean w.r.t. a,"ﬂ. Thus,
due to Lemma the reconstruction function does not destroy any satisfying
assignment of A; 1. O

Theorem 4.4.5 (Correctness). In any derivation starting from the initial state,
for each phase i =0...n we have F' =gt ¢ A p§ for all j with 0 < j <k;.

Pfoof. AFrom Prop. and Thm. it follows, that g0§- is unsatisfiable if
@5 A pj is unsatisfiable. In this case also [ is unsatisfiable using Cor.
Otherwise, if goé- A pé- is satisfiable, then F* is satisfiable due to Thm. and

again Cor. O
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RestoreAddClauses (new clauses A, reconstruction stack o)

1 (w:Ch)(wn:Cp) =0
for i from 1 to n

N

3 if exists £ € w; where —f occurs in A then
4 A:=AUC;, o0:=0\(wi:C)

return (A, o)

(¢4}

Figure 4.6: Algorithm RestoreAddClauses to identify and restore all tainted clauses.

To summarize, our calculus fulfills all the desiderata listed at the beginning
of Sect. (i) we can reuse the gained information of previous iterations
(including learned clauses), (i) we can continue with incremental solving in a
satisfiability preserving way, and (éii) the reconstruction property guarantees
that we can get a solution to the original problem in case of satisfiability.

4.5 Implementation

Based on our new approach we added incremental inprocessing to the SAT solver
CaDiCaL [37]. Rule WEAKENT is defined in our calculus based on the most gen-
eral redundancy property and so it allows to employ every clause elimination
procedure implemented in CaDiCaL including variable elimination [86], vivifica-
tion [169,197], equivalent-literal substitution [9,/55], hyper-binary resolution |16],
(self-)subsumption [86] and blocked clause elimination |[137]. Combining DROP
with WEAKENT allows efficient equivalence literal substitution, since only two
binary clauses have to be stored on the stack for each literal in a strongly
connected component [9,55] instead of all clauses with that literal. Similarly,
gate-based variable elimination [86] only requires to save gate clauses.

At the heart of our new calculus are the RESTORE and ADDCLAUSES rules.
They allow to reverse problematic simplification steps and add new clauses. In
practice, SAT solvers are used via an interface (e.g. IPASIR [19] in CaDiCaL) to
add new clauses A and then asked to solve the extended formula F'A A. Before
solving F' A A, our approach first performs a sequence of RESTORE steps in
order to make each clause in A clean w.r.t. the reconstruction stack o using the
algorithm RestoreAddClauses in Fig. Then the new and restored clauses are
added to the irredundant clauses and a new incremental solving phase starts.

The algorithm in Fig. presents a simple implementation that identifies
a sufficient set of clauses to restore in order to make A clean. It follows the
idea of “taint-checking”, commonly used to reason about information-flow (see
e.g. [213]). First consider every clause that comes from the user as tainted,
because it potentially leads to problems. Then check whether these tainted
clauses (actually literals of these clauses) trigger any clause on the stack to be
restored. In that case the literals of the restored clause become tainted as well
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and recursively might trigger further clauses. However, restored clauses only
need to be clean w.r.t. the reconstruction stack after them (see RESTORE in
Fig. , while the clauses in A need to be clean w.r.t. the whole reconstruction
stack. Therefore, the need for restoring is checked by traversing the stack from
bottom to top (left to right). If a clause has to be restored, it can only trigger
to restore clauses to its right. Thus, already processed clauses on the left do not
have to be reconsidered.

The method takes the new clauses A and the current stack o as input and
checks each previous simplification step from left to right (see Line 1-2). When-
ever the witness of a simplification has a literal that occurs negated in A, the
simplification is reversed by restoring the eliminated clause from the stack. The
check in Line 3 is actually asking whether there is a clause in A (i.e. in the
set of new or already restored clauses) that is not clean w.r.t. (w; : C;). To
implement this check efficiently, we mark literals in A as tainted and in o as
witness. If the check succeeds, we need to restore the problematic C; so that
at the end we have a clean stack. In Line 4 the restored clause is added to A
and removed from the stack. At the end of the procedure, A contains all the
new and restored clauses, which added to the formula together with the new o
achieves the same effect as applying a sequence of RESTORE steps and a final
ADDCLAUSES.

4.6 Experiments

We implemented a new bounded model checker called CaMiCaL for AIGER
models [41], as used in the hardware model checking competition (HWMCC)
[44]. Unrolling is simulated symbolically through substitution [142] in combina-~
tion with structural hashing [119,152] and local low-level AIG optimizations [59].
As back-end different configurations of our SAT solver CaDiCalL [37] and other
state-of-the-art incremental SAT solvers are used. The model checker was run
on all the 300 models of the single safety property track of HWMCC’17 [44] up
to bound 1000 with a time limit of 3600 seconds (for each model) and memory
limit of 8 GB on our cluster with Intel Xeon E5-2620 v4 @ 2.10GHz CPUs.

Results are presented in a similar way as the well-known cactus plots of the
SAT Competition, except that we do not measure the overall running time of
the model checker, but the time needed for one (incremental) call to the SAT
solver. Figure shows the distribution of these solving times. For example,
if the model checker finished proving unsatisfiability for bound 41 after 110
seconds and then proved unsatisfiability for the consecutive bound 42 at 125
seconds then the time difference of 15 seconds is accounted for bound 42 on this
instance. At the end each instance contributes as many solving times as bounds
for it are solved.

As expected, worst performance is observed when the SAT solver is used in
a completely non-incremental way (cadical-non-incremental), even with pre- and
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3000
|

o cadical-restore-tainted—clauses
A cryptominisat-5.6.6
+ glucose-4-sc2017-ipasir
~| % cadical-freeze
cadical-no-inprocessing
V riss=7.0.42
cadical-restore-all-clauses
* cadical-non-incremental-assume-good-earlier
4 cadical-non-incremental
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Figure 4.7: Experimental results on all the 300 instances of the single safety property
track of HWMCC’17. The x-axis corresponds to all bounds solved over all models sorted
by the time needed for the SAT call for each bound, which is on the y-axis. The dotted
horizontal line at 3600 second shows the time limit for solving all bounds of each model.

inprocessing enabled. It improves, if the model checker is allowed to assume
earlier bounds to be good (cadical-non-incremental-assume-good-earlier). Incre-
mental SAT solving is better as configuration cadical-restore-all-clauses shows,
which employs pre- and inprocessing, but at the beginning of incremental calls
restores all weakened clauses. However, disabling pre- and inprocessing com-
pletely during incremental SAT solving (cadical-no-inprocessing) is even better.

Configuration cadical-freeze can use variables for simplification which are not
frozen. This again improves performance and there is no need to restore clauses.
In bounded model checking (BMC) only variables encoding the next state are
used in future calls and freezing them is sufficient. However, it required sub-
stantial programming effort to identify the set of frozen variables. Further, op-
timizations during CNF encoding, including structural hashing [119,152] across
time frames or local two-level AIG optimizations [59], make it difficult to predict
future use of variables. In other cases freezing might not even be possible |185].

Giving up on freezing makes use of our framework and gave the best solving
times as configuration cadical-restore-tainted-clauses shows. This not only simpli-
fies the way the solver is used through the API (no need to freeze variables) but
also improves solving time. We measured the time spent in RestoreAddClauses
to be less than 1% of the overall running time: 0.14% for our best configuration
cadical-restore-tainted-clauses and 0.33% for cadical-restore-all-clauses. Our best
configuration only restored 17% of the clauses. Restoring all clauses also lead
to 3.4 times more eliminated clauses (applications of WEAKENT) in total.

Note that one can not get rid of freezing completely, since assumptions (for
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the “bad” state property in BMC) have to be frozen internally. Keeping freezing
in the API might for instance also be useful for CNF simplification [154].

We also have similar results using freezing (as it is necessary for the solver Lin-
geling |36]) versus restoring tainted clauses for CaDiCaL as SAT solver back-end
of our SMT solver Boolector [191]. We solved more benchmarks and decreased
solving time significantly with the consequence that CaDiCalL is likely to replace
Lingeling as incremental SAT solver back-end in the future.

We also considered other highly ranked SAT solvers in incremental tracks of
the SAT Competition [19,21,22]: Glucose 4 [12], CryptoMiniSAT 5.6.6 [22}223]
and Riss 7.0.42 [172]. CryptoMiniSAT performs significantly better than the
other two external solvers. It is the only external solver which performs inpro-
cessing during solving, including distillation [116]. Even though CryptoMiniSAT
implements the same solution as |185| for incremental bounded variable elimina-
tion (BVE), this feature cannot be enabled through the API, and is disabled in
our experiments. According to Mate Soos (private communication) scheduling
BVE efficiently for incremental SAT solving is difficult for CryptoMiniSAT. We
simply schedule BVE in CaDiCalL in the same way as during stand-alone SAT
solving, with a persistent schedule across incremental invocations. Note that
CaDiCaL only tries to eliminate variables and clauses which are newly added
(or restored).

Source code of CaDiCalL and CaMiCal. and experimental data related to
Fig. can be found at http://fmv. jku.at/incrinpr| including additional
plots.

4.7 Conclusion

This paper presents a calculus that extends the framework of [138] to capture
incremental SAT solving. It uses the most general clause redundancy property
and is able to simulate most simplifications implemented in state-of-the-art SAT
solvers. Our proposed approach is simple, eases the burden of using SAT solvers,
can be implemented efficiently, and also reduces solving time substantially. As
future work we want to support techniques which remove models, such as blocked
clause addition, and techniques for simplifying under assumptions.
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Abstract

Decision and optimization problems can be tackled with different techniques,
such as Mixed Integer Programming, Constraint Programming or SAT solving.
An important ingredient in the success of each of these approaches is the ex-
ploitation of common constraint structures with specialized (re-)formulations,
encodings or other techniques. In this paper we present a new linear SAT encod-
ing using binary decision diagrams over multiple variable orders as intermediate
representation of a special form of constraints denoted as staircase at-most-one
constraints. The use of these constraints is motivated by recent work on the
antibandwidth problem, where an iterative solution procedure using feasibility-
mixed integer programs based on such constraints was most effective. In a
computational study we compare the effectiveness of our new encoding against
traditional SAT-encodings for staircase at-most-one constraints. Additionally
we compare against previous exact solution methods for the antibandwidth
problem, such as a constraint programming approach and the one based on
feasibility-mixed integer programs.
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5.1 Introduction

An important ingredient in the success of computational approaches, such as
Mixed Integer Programming (MIP), Constraint Programming (CP) or proposi-
tional satisfiability solving (SAT), for solving optimization and decision prob-
lems is the exploitation of common constraint structures with specialized en-
codings, (re-)formulations or other techniques (see e.g. [3,/49,230]).

In this paper we present a new and specialized SAT encoding of problems
where an at-most-one constraint slides over a sequence of Boolean variables.
We denote this special case of sliding sequence constraints [29}33]/57,1229] as
staircase at-most-one constraint (SCAMO) and illustrate the reason for this
name with the following example.

Example 5.1.1. Given a sequence of variables X = (x1 z2 -+ - x10), the staircase
at-most-one constraint set of width 4 is the following formula:

T1 + T2 + T3 + T4 <1A
T2 + T3 + T4 <1A

T3 + T4 <1A

x4 T7 <1A

+ I8

X6 + Tr + T8

Ts + e + T <1A
<1A

Tr7 + Tg + T9 + xio < 1.

This research is motivated by recent work [220] of the second author on
the antibandwidth problem (ABP). The ABP is a graph labeling problem (see
e.g. [99] for more on such problems) where the goal is to maximize the smallest
difference between labels of neighbouring nodes. It has various applications,
such as scheduling |158], obnoxious facility location |67], radio frequency assign-
ment [115] and map-coloring [100]. It has been studied from a theoretical point
of view (see e.g. [28][84}180,205L|232,1235]), and several heuristics and meta-
heuristics (e.g. [231/85L/168,214]) have been designed for it. In [85], aside from a
metaheuristic, also a MIP approach was presented to solve the ABP exactly.

In [220] new MIP formulations were presented, and based on one of them,
an iterative solution procedure, which repeatedly solved feasbility-MIPs, was
designed. For a given number k, these MIPs encode the question whether there
exists a solution with antibandwidth greater than k. This iterative procedure
actually proved to be the most effective one in the computational study of [220].

Our proposed encoding can be used for more difficult problem structures than
the one given in Example In the ABP, for example, the difference of labels
of neighbouring nodes is restricted by combining two SCAMO constraints on
two sequences of variables. Aside from the ABP (and other labeling problems),
the SCAMO constraints can potentially be used in many further application
contexts, such as scheduling problems (see e.g. [51,/174,228]) or in staff roster-
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ing [64,92] and car sequencing problems [83,222], when at most one variable is
allowed to take a given value in every sequence of variables.

As at-most-one constraints are ubiquitous in applications of SAT they are
featured prominently in the literature, see e.g. [70,/1304{147,/173},189,203]. They
are forming a special case of cardinality constraints |39, 160.[221], which in turn
are instances of Pseudo-Boolean constraints [2,/904196,209] and thus 0/1 integer
linear programs. Encoding constraints (for an overview see |189]) instead of
handling them natively (as in [160]) allows to make full use of the power of
SAT solving. For some applications mixed strategies [98] are better though. In
practice, size is the most important criteria to evaluate such encodings, while at
least in theory also propagation strength is considered. See [1] for a discussion
of these trade-offs. In particular, the path based encoding of binary decision
diagrams introduced in [1] has the goal to improve propagation. However, as
the authors point out, it can not be used for encoding shared constraints, which
is the main reason of the efficiency in our encoding. Thus we also provide a new
set of benchmarks for which such sharing occurs naturally.

5.2 Preliminaries

A propositional formula in conjunctive normal form (CNF) consists of a set of
clauses, where each clause C is a disjunction of literals, which are Boolean (also
called 0/1) variables (e.g. ) or their negation (—x or 1 —z). A truth assignment
T maps truth values (0/1 values) to Boolean variables and can be represented
by a set of consistent literals; it satisfies a literal ¢ (i.e. assigns value 1 to ¢) if
¢ € T, and falsifies it (assigns value 0 to ) if =¢ € T', where ¢ = -z if { = z and
—¢ = z if ¢ = —x. The satisfiability problem (SAT) for a formula in CNF asks
whether there is a truth assignment such that all clauses contain at least one
satisfied literal. A truth assignment satisfying a formula is also called a model.

An at-most-one (AMO) constraint is an expression of the form > " | z; <
1, where x1,x2,...,x, are Boolean variables. Similarly, we can formulate at-
most-zero (AMZ) constraints (as y ;- ; 2; < 0), which actually states that each
variable must be false (i.e. assigned value 0). Further, an exactly-one (EO)
constraint is an expression of the form ) ;" , 2; = 1. Notice that we define and
use these constraints over Boolean variables, but they are trivially extensible to
literals.

A binary decision diagram (BDD, see e.g. [60,(61]) is a rooted, directed, acyclic
graph with at most two leafs, labeled with L (false or 0) and T (true or 1). Every
non-leaf (also called nonterminal) node of a BDD is labeled with a Boolean
variable and has exactly two outgoing edges (called low and high in [60]). In
this paper we use BDDs to represent AMO and AMZ constraints. Figure [5.14]
depicts an example BDD of an AMO constraint over variables x1, 2 and z3.
Each path from the root of the BDD that ends in the true leaf (T) is a model
of x1 + z2 + x3 < 1. Whenever the low or high child (marked with dashed
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resp. solid line in Fig. of a node labeled with variable x is taken, it means
that z is assigned to be false (true respectively) on that path. Since all our BDDs
represent AMO or AMZ constraints, we will depict them rather in an expanded
form where each node contains the whole Boolean expression represented by the
sub-graph starting from it, as it can be seen on Fig. [5.1bl To emphasize the
decision variables of the nodes, we mark them explicitly on the edges. Further,
beyond the non-terminal (i.e. non-leaf) nodes we distinguish non-unit nodes
that are representing a constraint over more than one variable. For example,
the BDD of Fig. [5.1b|contains two leaf nodes (T and L), two unit nodes (over x3)
and three non-unit non-leaf nodes. The ordering of the variables appearing in
BDDs is fixed (e.g. z1 < z2 < z3 in Fig.[5.1]), i.e. we use ordered BDDs (OBDD
in short). Even though we merge isomorphic subtrees in our BDDs, they are not
reduced because nodes with identical children are kept (see e.g. x3 in Fig. |5.1)).
Thus we use partially reduced ordered BDDs (ROBDD) over multiple variable
orders.

(a) BDD of (z1 + 22 + 23 < 1) (b) Expanded BDD of (1 + 22 + x5 < 1)

Figure 5.1: Different BDD representations of AMO constraint (z1 4+ x5 + 23 < 1).

Given a graph G = (V, E), a feasible solution to the antibandwidth problem
consists of assigning each node v € V' a unique label from the range 1,...,|V]|.
Given such a labeling f, the antibandwidth ABy(v) of a node v is defined as
min{|f(v) — f(v')| : {v,v'} € E}, and the antibandwidth AB¢(G) is defined as
min{ABy(v) : v € V'}. The goal of the ABP is to find a labeling f*, such that
[* = arg maxscr(q) ABf(G), where F(G) denotes the set of all labelings of G.

We briefly discuss previous work [220] on which our new SAT solution is
based. Let binary variables xf = 1 if and only if vertex 7 is assigned label /¢
(i.e. fi ={). For a given k, the question, whether there exists a solution with
AB(G) > k + 1, can be formulated as MIP as follows. We will denote this
formulation as F,(k).

max 0
Y oaf =1 Vee{1,...,|V]} (LABELS)
eV
Y oz =1 VieV (VERTICES)
Le{1,...,|V|}
Y @it+ap) <1 VY eB 1ALV —k (OBJR)
AL Atk
zt € {0,1} Vie V,Vle{l,...,|V]}
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Constraints make sure that each label is used only once and con-
straints ensure that each node i € V' gets assigned one label. Thus,
the solution encoded by these constraints corresponds to a labeling. Constraints
describe that for each edge {7,4'}, the labels f;, f are not allowed to be
within a range of k. Thus, any solution of the above constraints corresponds to
a labeling with antibandwidth at least k + 1. The iterative algorithm of [220]
starts with a value of k obtained by a heuristic, which constructs a feasible
labeling, and then iteratively solves F.(k) and increases k by one, until either
F,(k) becomes infeasible (proving optimality of k) or a time limit is reached.

5.3 Staircase At-Most-One Constraint Sets

As a first step we define and illustrate the main concept of our paper, the
so-called staircase AMO constraint set (SCAMO). Following that, in the next
section we demonstrate step-by-step our proposed SAT encoding of these con-
straints.

Definition 5.3.1. Given a sequence of Boolean variables X = (x1 xo- - x,) and
a width w s.t. 1 < w < n, a staircase constraint set is formulated as follows:

(n—w) [ (i+w)
SCAMO(X, w) = /\ Z x; <1 wheren = |X]|.
=0 \j=i+1

Notice that this constraint is a special sub-case of SEQUENCE
constraints (see e.g., [29,33,57,[229]) and so could be formulated as
SEQUENCE(0, 1,w, X, {1}).

In Example we saw, that there is an ordering of the constraints in that
problem such that each constraint differs only slightly from the previous one.
For instance, in Example the 1st and 2nd constraints both include the
sum of xo,x3 and x4 while the 2nd and 3rd both contain the sub-expression
r3 + x4 + x5. Since addition is associative, the sum of the variables can be
calculated regardless of the grouping of the variables. However, if we would like
to reuse previous calculations, it is more beneficial to evaluate the first AMO
constraint for example as x1 + (22 + x3 + x4) instead of considering any other
variable grouping (e.g. (x1+x2)+ (z3+z4)). Doing so, the second constraint can
just simply consider the result of (x9+x3+x4) together with x5. Continuing the
evaluation with the next constraint, we could reuse (z3+x4) from (ze2+2x3+124),
in case we calculated it as zo + (23 + 24), to decide z3 + x4 + x5 + 26 < 1 by
combining it with (z5 + z¢). In general, each constraint shares a sub-sum over
w — 1 variables with the previous and at the same time with the next constraint.

Evaluating the very first constraint in this example in a right associative way
allows us to reuse (at least once) all its sub-expression in the following three
(i.e. w—1) constraints. However, in order to reuse these sub-expressions we need
a left associative grouping of variables in the constraint x5 + x¢ + x7 + 25 < 1,
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(@ + (@2 + (@3 + (22)) <1A
@t @+ @)
@+ @)
(z4)

<1A
<1A
<1A

Figure 5.2: Decomposition of the staircase AMO constraint set of Example

since in the second constraint we need x5, then (x5+z¢) and then (x5+z¢+ x7)
to complement the reused sub-sums of x1 + zo + =3 + 4.

All in all, considering only the first w constraints, we see that we need a right
associative evaluation of the first constraint and a left associative grouping of
the (w + 1)’th constraint. Figure depicts how these variable groupings can
be “bonded” together to reconstruct the original constraints of Example
Extending this pattern to the whole set of constraints, we can see that each w
consecutive constraints need to be considered once left associative to combine
with the previous w constraints’ sub-expressions and once right associative, to
combine with the next w constraints. Thus, in Fig. the sum over variables
x5, xg, 7 and xg is actually considered twice, once with a left and once with
a right associative variable ordering. This duplicate view of constraints is the
main concept behind our proposed duplex encoding.

5.4 Duplex Encoding of Staircase Constraint Sets

Our goal is to exploit sharing of sub-expressions between constraints to obtain a
compact encoding. Again, the main idea of our approach can be seen in Fig.[5.2]
where we identified common sub-sums. In our concrete encoding we have to
go one step further though and actually have to share sub-constraints. This is
achieved by decomposing longer AMO constraints into two smaller ones using
the following proposition. While the original longer constraints may be used
only once, smaller constraints potentially can be shared and reused multiple
times.

Proposition 5.4.1. A constraint x1+---+x, <1 holds iff foralll <i<n
(x1+.. .4z < DA (g1 +. .o +xp < DA(x1+. 42 SOV +.. .42, <0).

5.4.1 Sub-Constraint Construction

As a first step, given a sequence of variables X = (x1---z,) and

width w, we partition the variables into M = [@] consecutive win-

66



5.4 Duplex Encoding of Staircase Constraint Sets

BDD-AMO (consecutive variables (x; - - - ;) ) BDD-AMZ (consecutive variables (x; - - - ;) )
1 B := Search-AMO((x; - - - x;)) 1 B := Search-AMZ({z; - - x;))

2 if B=0 then 2 if B=0 then

3 if [(z;---xz;)| = 1 then 3 if [(z;---x;)| = 1 then

4 BT,BF = T,T 4 BT,BF = J_,T

5 else 5 else

6 Br = BDD-AMZ(<$i+1 . :UJ>) 6 Br = L

7 Br = BDD-AMO(<$i+1 s $J>) 7 Br = BDD-AMZ(<$1+1 s :UJ>)

8 B := if-then-else(x;, Br, Br) 8 B := if-then-else(x;, Br, Br)

9 return B 9 return B

Figure 5.3: Algorithms BDD-AMO and BDD-AMZ to construct binary decision diagrams
for constraints over a given sequence of consecutive Boolean variables.

dows wi,wa,...,wy, Wwhere wp contains variables z1,...,x,, ws contains
Twtl, - -, Tow etc. Note that unless (n mod w) = 0, the very last window con-
tains fewer than w variables.

Example 5.4.1. Continuing the previous example, our width w = 4 splits
X into three windows: wy = {x1,22,23,24}, wo = {x5,x6, 27,28} and ws =
{wg, 210}

To encode a SCAMO set of constraints as compositions of smaller constraints, we
build two BDDs for each window with two different variable orderings (hence
the name “duplex”). Notice that any SAT encoding technique of AMO con-
straints could be employed instead of BDDs (as long as we do duplex encoding
by considering both directions). However, beyond the smaller AMO constraints,
we further need AMZ constraints in order to connect the parts together (see the
binary clause in Prop. . One benefit of BDDs is that we get these con-
straints automatically already by encoding the AMO constraints. Thus in this
paper we will focus only on this BDD based approach.

Given window w; over variables X; = {z;,,...x;,}, we construct two two-
rooted BDDs, both representing the same two constraints x;, +--- +x;, <1
and x;, +- - -+x;, < 0. The first BDD, which we call forward BDD, considers the
AMO and AMZ constraints with a right associative variable grouping (i.e. with
variable ordering z;, < z;, < ... < x;, ). The other BDD, called backward BDD,
represents the same constraints but with a left associative variable grouping
(i.e. with variable ordering z;, < x;, , <...< ;).

Abio et al. in [2] proposed a generalized arc-consistent, polynomial size
ROBDD-based encoding for Pseudo-Boolean constraints. In our setting the
constraints are all AMO or AMZ constraints without coefficients, and thus ap-
plying their approach leads to small and simple BDDs. The recursive algo-
rithms in Fig. present the main steps of this building process. In these
procedures (z;---x;) means an ordered sequence of consecutive variables and
function if-then-else builds a BDD node with the given decision variable and
high and low BDD nodes. Building the forward BDDs of a window w; simply
means to call BDD-AMO and BDD-AMZ with (z;, - --x;,) as parameter. To build
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Figure 5.4: Forward BDD of w; with variable ordering x; < z3 < z3 < x4 and
backward BDD of w, with ordering zg < x7 < x¢ < x5. Two-rooted partially reduced
OBDDs to represent constraints x1+zo+x3+zs < K with right and x5+z¢+x7+zs < K
with left associative variable groupings, where K € {0,1}.

the backward BDDs, we need to call the methods with (x;, ---x;,) as argument.
The result in both cases (see Ex. [5.4.2) will be a two-rooted BDD with height
of at most (w + 1).

Consider the following layers of these constructed BDDs. A non-leaf layer [;
(where 1 < j <w ) of a forward BDD (backward BDD) consists of two nodes,
one capturing the AMO and another node representing the AMZ constraint over
variables (;; - - x;,) (respectively (z; -+ x4, ) for the backward BDD).

w—(j—1)

Example 5.4.2. The upper part of Fig. shows what the forward BDD
of w1 in Example looks like. The BDD is the result of calling
BDD-AMO({x1 x2 x3 x4)) and BDD-AMZ({x1 x2 x3 x4) ). Notice that due to the search
for already existing BDDs at the beginning of each method (Search-AMO and
Search-AMZ), the two calls result in a single shared structure (i.e. we have a
partially reduced ordered BDD). Further notice that though node x4 < 1 could
be reduced simply to T, we kept this node in the representation. In this BDD
we can distuinguish four layers (11 —ly) that refer to four sub-constraints of the
T00t ETPTressions.

The lower part of the figure depicts the backward BDD of wy in Example[5.].1],
resulting from calls BDD-AMO({xs x7 x¢ x5) ) and BDD-AMZ({xg x7 x¢ x5) ). The vari-
able ordering here is xg < x7 < x¢ < x5. Notice that the structure of the two
BDDs are identical, they just talk about different variables in different orders.
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5.4 Duplex Encoding of Staircase Constraint Sets

5.4.2 CNF Encoding of BDDs

During BDD construction (e.g. after Line 5 in both algorithms of Fig. , or
later in an independent traversal, we can assign new Boolean variables to each
non-unit non-leaf node. Notice that top nodes of the forward and backward
BDDs over the same variables can use the same Boolean variable.

Now, given a node with auxiliary Boolean variable b, that decides on variable
x; and has a true child node with variable ¢ and a false child node with variable
f, we introduce clauses to encode z; — (b <> t) and —x; — (b <> f). However,
there are several simplification possibilities due to the structure of our BDDs
and our problem. For instance, all AMZ nodes have | as a true child (see
Fig. and all AMO nodes are assumed as unit clauses (due to using them
with Prop. . Nodes of a constraint x; < 1 are simply encoded as T, while
nodes of constraints z; < 0 are encoded as —x; in the clausal representation of
the parent nodes.

Example 5.4.3. On Fig. the introduced new Boolean variables are repre-
sented together with their nodes. For example, variable bg belongs to the node of
constraint x3+x4 < 1. The introduced clause regarding this node is (mx3V —-xy).

5.4.3 Bonding Stairs

An AMO constraint of a SCAMO set is either a root node of one of our BDDs
or can be described by combining two layers of two BDDs via Prop. As
last step of encoding a whole SCAMO set of constraints, we traverse the forward
BDD of each window (denoted as wlf—BDD with i € {1,..., M —1}) and combine
its nodes with those of the backward BDD of the next window (w?,;-BDD).

Thus, we combine layer /; of wlf with layer [(,,_ )42 of w§’+1 foreach j =2,...,w.
At the end, the bonding of two consecutive BDDs yields the following formula:

BOND(w/,w?, 1) = w/-1;-AMO A
A(@ﬁgAMOAwgﬂwﬁHyAMOA@ﬁgAMZvﬁngﬁﬂfAMm)
j=2
Example 5.4.4. We continue the running example. At this point we have
seen how to construct a BDD for each small stair structure in Fig.[5.9 Next we
combine them using Prop. to capture all AMO constraints. Fig. depicts
how the layers of the constructed BDDs are meant to be paired with each other.
Applying Prop. on layers of w{—BDD and wS—BDD yields the following
formula:

(z1+x2+ 23+ 24 <1)A
(xotxg+axa <D A(x5 <1)A(z2+23+24 <0Vas<0)A
(x3+ x4 <) A(z5+26 <1 A((x3+24 <0)V (25 +26 <0)) A
(rg <A (x5 +26 +27 < 1) A ((24 £0) V (25 + 26 + 77 < 0)),
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5 Duplex Encoding of Staircase At-Most-One Constraints

Forward BDD of w;

ol (@ + (@2 + (@ + (@) <1
b
w-ls (z2 + (23 + (z4)) <1 AN
b
w{-lg (z3 + (1)) <1 A ws-l3

Backward BDD of ws
Figure 5.5: Combining forward and backward BDDs to encode SCAMO constraints.

that translates to the clauses by Nbs AT A (baV —x5) Abg Abia A (bsVbg) AT Abii A
(mxq V bg). Notice that with this set of clauses, together with the BDD clauses,
we encoded the first four AMO constraints of our SCAMO problem.

5.4.4 Arc Consistency of Duplex Encoding

Notice that AMO, AMZ and SCAMO constraints are all monotonic decreasing
Boolean functions, i.e. setting any of the variables to false does not restrict
any other variables. Thus setting a variable to true affects only those variables
that share at least one AMO constraint with it. Note that decomposing each
AMO constraint of a SCAMO set based on Prop. results in an equivalent
problem. Although our constructed BDDs for this decomposition share most of
their nodes with each other (due to the chosen variable orders), our method is
still a BDD-based translation of each AMO and AMZ constraint into clauses.
Thus, applying an arc consistent encoding [14.{104] on each BDD node (e.g. the
one in Minisat+ [90]) makes our encoding arc consistent as well.

In fact, notice that our bonding clauses contain a unit clause for each AMO
constraint in order to enforce the output of the corresponding (sub-
)BDD to be true. Beyond that, it is not hard to see that setting an input
variable to true falsifies the output variable of each AMZ-BDD containing it.
Thus the binary clauses of the bonding clauses enforce the root-node of each
respective AMZ constraint to be true, and in turn unit propagation, the main
inference rule of SAT solvers, falsifies all the variables in them.

5.5 Comparing Encodings of Staircase Constraints

In this section we discuss commonly used existing SAT encodings of AMO con-
straints and possible SEQUENCE encodings of SCAMO constraints. We com-
pare them to our proposed duplex encoding in the context of SCAMOs.

Let N = (n—w)+1 be the number of AMO constraints in a staircase problem
set over n variables and width w. A naive (also called pair-wise or binomial)

encoding of a w-long AMO constraint is /\,E:l_ 2 /\gi)Z 41 (72 V —xj). Although

this approach does not require any additional Boolean variable, the number
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5.5 Comparing Encodings of Staircase Constraints

of clauses constructed with that encoding over N w-long AMO constraints is
N-(w=1)4w=2)+...+ (w—(w-1) =N . LDw

Using the naive encoding on the SCAMO constraint set would produce more
than once many of the binary clauses. Eliminating duplicated clauses yields the
reduced naive encoding with w + (N —1) - (w— 1) unique clauses.

Sinz introduced in [221] a sequential counter encoding for Boolean cardinality
constraints. Applying it to an AMO constraint over w variables produces 3 -
w — 5 binary clauses and introduces w — 2 auxiliary variables. With N AMO
constraints this gives N - (3 - w — 5) clauses and N - (w — 2) new variables.

The BDD-based encoding for Pseudo-Boolean constraints [2,90] applied to
AMO constraints is comparable to the sequential counter encoding. However,
for a fixed variable order, the BDD built for each w-long AMO constraint of a
SCAMO set, will always either contain a variable that does not occur in any
other constraint or will miss a variable needed in other constraints. Thus for
this approach using a fixed single variable order the amount of sharing of BDD
nodes among constraints is rather restricted. On the other hand the approach
does not require bonding clauses. With a simplified clausal representation of the
BDD nodes, the naive BDD encoding uses at most N-(3-(w—2)+2-(w—1)—1)
clauses and introduces N - (2 - w — 3) new variables to encode a SCAMO set.

The so-called 2-product encoding [70] relies on the same decomposition rule
as Prop. This approach breaks an AMO constraint over w variables into
a product of two AMO constraints over p and ¢ variables, where p x ¢ > w. To
simplify the calculation we use p = [y/w| and ¢ = [w/p] as recommended in [70]
and assume recursive 2-product encoding of the resulting smaller constraints.
Even though this approach can efficiently encode a single AMO constraint, mak-
ing use of shared sub-expressions is not straightforward. Thus, based on the
estimations given in [70], the number of clauses is N - (2-w +4 - /w + O(Vw)).
Further, the number of newly introduced variables is N - (2-/w+ O({/w)) again
following [70].

Instead of focusing on specialized AMO encodings, it is also possible to encode
a complete SCAMO set with more generic approaches, like the ones in [57]. For
example, encoding SCAMO as a REGULAR constraint yields similar results as
a naive BDD-based approach with a single variable order (i.e. O(n - w) size).

Another encoding (also from [57]) based on cumulative sums or difference
constraints requires an internal representation which is at least quadratic size
in the worst case. Similarly, partial sums (again see [57]) would consider every
possible sub-sums which also yields O(n - w?) constraints.

The size-wise most competitive sequence encoding from [57] is the log-based
approach where a SCAMO set could be represented as O(n - log w) constraints.

5.5.1 Duplex Encoding

For a given constraint set over n variables of width w we construct two BDDs of
n

the same size (each having 2- (w + 1) nodes) for M = [ ] windows. To simplify
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5 Duplex Encoding of Staircase At-Most-One Constraints

Table 5.1: Comparison of size of SAT encodings of w-long SCAMO sets over n vari-
ables. Columns #NEWVARS and #CLAUSES show the number of additional variables
and clauses of each approach, where N = (n —w) + 1 and M = [2].

w

Encoding #NEWVARS #CLAUSES WORSTCASE
Naive 0 N =l O(n?)
Reduced 0 w +(N-1)-(w—-1) O(n?)
Sequential N (w-2) N-(3-(w—=2)+1) O(n?)
BDD N-(2-w-3) N-Bw=2)+2-(w—-1)—-1) O(n?)
2-Product | N-(2-yw+O(Jw)) | N-(2-w+4-yw+ O(yw)) O(n?)
Duplex 4-M-(w—-1) 13-M-w—14-M—-3-w+2 O(n)

the calculation, we will assume that each BDD has the same size (even though
the last window is most of the time way smaller) and that we encode the first
and last windows in both directions. Thus, we provide here just an upper bound
on the actual values. With these assumptions we have 2 - M BDDs. For each
BDD we construct three clauses for the non-unit non-leaf AMZ nodes and at
most two clauses for the non-unit non-leaf AMO nodes. Beyond these clauses,
we need to bond together each layer of the neighbouring forward and backward
BDDs, resulting in M — 1 bond-clause sets, each consisting of two unit and a
binary clause. All in all, the final number of clauses in the encoding is as follows:

#BDD-clauses<2-M-(3-(w—1)4+2-(w—1)—1)=10-M -w—12-M
#BOND-clauses < (M —1)- 3 - (w—-1)+1)=3-M-w—-2-M -3 -w+2
#BDD + #BOND-clauses < 13- M -w—14-M — 3 -w + 2

The number of new variables at the very end of the encoding is at most 4 - M -
(w — 1) introducing one for each non-leaf non-unit node of our BDDs.

5.5.2 Comparison Summary

Table 5.1 summarizes the sizes of different SAT encodings expressed as functions
over the number n of all variables in a SCAMO constraint set and the width
w of the individual AMO constraints, combined into N = (n — w) + 1 (the
number of AMO constraints) and M =[] (the number of windows in duplex
encoding). The columns capture the number of auxiliary variables and number
of clauses of the encodings. Notice that M is significantly smaller than N. The
last column gives the worst case of each approach, assuming w = n/2, where N
is approximately n/2 too. In this scenario existing encodings are quadratic or
even cubic. However, in our duplex encoding we have M = 2 in that case and
thus it remains linear.

Figure [5.6] visualizes the difference between SAT encodings for the fixed num-
ber of variables n = 500. The horizontal axis ranges over all possible widths w.
Note that the naive encoding is only partially shown here, and further, that in
our application n/2 is an upper bound on the width w, and thus only the left
part of Fig. is interesting up to the middle w = n/2 = 250.
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Figure 5.6: Comparison of number of clauses for different encodings of a single SCAMO
constraint set on n = 500 variables and width w between 2 and 500.

The asymptotic behavior of the last column of Table can be observed in
Fig. too. Again, the largest difference between the encodings occurs for
w = n/2. According to Fig. the reduced naive encoding turns out to be
the best SAT-based alternative to our approach in terms of number of clauses.
Though Fig. [5.6]focuses only on SAT encodings, note that the smallest sequence-
based alternative (in [57]) would have size O(n - logn) when w = n/2, that is
smaller than most SAT encodings but larger than our proposed linear encoding.

5.6 Experimental Evaluation

Formulating the antibandwidth problem iteratively, as it was proposed in [220]
(see Sect. [5.2)), asks whether there exists a labelling for a graph G = (V, E)
s.t. AB(G) > k+ 1. The question has 2 - |V| pieces of |V|-long exactly-one con-
straints (as and (VERTICES)) and for each edge of the graph (i.e. |E]|

times) a (|V| — k) big set of AMO constraints, each over 2 - k variables (as

(OBJL)).
An off-the-shelf SAT solution could encode each of the AMO and exactly-one

constraints one-by-one (e.g. as in Sect. [5.5)). However, for a given edge between
nodes 4,4 (i.e. {i,7'} € E) constraint (OBJg)) can be reformulated as

(IVI-k)

A\

A=1

(IVI=k)

A\

A=1
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5 Duplex Encoding of Staircase At-Most-One Constraints

In that form we have exactly two SCAMO sets of width k + 1, one over the
variables of node ¢ and another over variables of 7. The third component of the
decomposition takes the disjunction of AMZ constraints that can be constructed
easily by combining our smaller AMZ nodes corresponding to the SCAMO sets.
The staircase structure in allows to apply our new duplex encoding by
simply encoding a SCAMO set of width k+1 for each node of the graph (i.e. |V|
times) and combining the corresponding AMZ constraints (with less than 4 -
(|IV|—k) binary clauses for each edge). This encodes all AMO constraints of the
problem. Also note that we can reuse the Boolean variables representing the root
nodes of the constructed AMO BDDs to encode the constraints.

Experimental Results

We implemented a framework to compare off-the-shelf SAT encodings in practice
to our proposed SCAMO based duplex encoding on the antibandwidth problem
(as formulated in Sect. . Beyond SAT encodings, we also compared our
approach against alternative exact methods to solve the problem, like Constraint
Programming or the iterative method presented in [220] based on feasibility-
MIPs.

The experiments considered 24 matrices of the Harwell-Boeing Sparse Matrix
Collection [208], containing 12 relatively small and 12 rather large graphs (as
in [220]). For each graph lower bounds (by a construction heuristic) and theo-
retical upper bounds of the antibandwidth were provided in [220]. These values
were reused in our experiment as starting and ending points for the iterative
methods and as lower bounds in the CP approaches. All reported results were
experimented on our cluster with Intel Xeon E5-2620 v4 @ 2.10GHz CPUs.

Table summarizes our resultsH For each graph it shows the number of
nodes and edges, the starting width or lower bound and last width to check
of the solving methods (columns |V|,|E| and LB,UB). Then for each solving
technique we report the best found solution together with the time (in seconds)
and memory consumption (in MB). Each approach was limited to 1800 seconds
and 120 GB memory. This rather high main memory limit is due to trying to
solve the alternative SAT encodings with a large number of clauses as well, while
the other methods never exceeded 4 GB.

We compare the 2-product [70] and reduced naive AMO encodings to our
proposed duplex SCAMO encoding as the first three techniques in Table
All three techniques are implemented in the same framework and follow the
same method: encode (considering LB as width of SCAMO or as k of the AMO
constraints) and solve the SAT representation of the problem with a SAT solver
(we used CaDiCal. 1.2.1 [38]). If it is satisfiable, increase the width and start
again to encode and solve the new problem. If it is unsatisfiable or the width is
UB, it means that the optimal solution of ABP was found and the process ends.

!Source code, data and benchmarks are available at http://fmv. jku.at/duplex/.
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5.7 Conclusion and Outlook

At the moment when the 1800 seconds or 120 GB is exceeded, the method stops
(with TO or MO respectively). The reported solutions are the highest widths
with what the formula was still successfully constructed and solved. In case
even the first formula was too hard to solve, it is marked with “-”.

While the 2-product encoding of the largest instance had a memory out dur-
ing solving the first formula (after a successful encoding), the reduced naive
approach required less memory and even solved a few of the larger problems
with more than one width in 1800 seconds. The duplex encoding required sig-
nificantly less memory and was faster in encoding and solving the problems
compared to the other SAT approaches. It performed well also compared to
further techniques.

The next two approaches, F.(k) and CP-CPLEX, are taken from [220] as is,
and were executed on our cluster for comparison. Note that while CP-CPLEX
knows LB, F¢(k) constructs it internally. The last reported approach is based on
Chuffed [98,[226] via the MiniZinc language [188]. This hybrid solver employs
lazy clause generation and combines the strengths of SAT and finite domain
solving techniques. Note that both CP approaches encode the ABP naively as a
labeling problem to maximize smallest neighbour-distances, using state-of-the-
art solvers off-the-shelf. All in all we can see that the SCAMO based duplex
encoding of the ABP is comparable and most of the time even better than other
approaches.

5.7 Conclusion and Outlook

In this paper we have proposed a new SAT encoding for at-most-one constraints
with a staircase structure, i.e. where consecutive constraints share sequences of
sub-expressions in a structured way. This structure is exploited in an encoding
which relies on binary decision diagrams using two variable orderings. Compared
to alternative encodings for the ABP, our encoding outperforms the existing
ones.

In the future we plan to integrate and interleave the MIP based approach
of [220] and the SAT approach proposed here. Further, we want to apply the
proposed method to other problems featuring at-most-one constraints with a
staircase structure. Another intriguing direction for future work is to explore
how symbolic optimization techniques using decision diagrams [32] can take
advantage of multiple variable orders simultaneously, which is essential to keep
our encoding compact.
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Table 5.2: Results of different approaches to solve the antibandwidth problem (TO = 1800 seconds and MO = 120 GB).

Instance V] |E| LB | UB 2-Product Reduced Naive Duplex F. (k) |220] CP-CPLEX [220] CP-MZ-Chuffed
Obj. | Time MB Obj. | Time MB Obj. | Time MB | Obj. | Time MB Obj. Time | MB | Obj. | Time | MB
A-pores_1 30 103 [ 8 6 206.85 80 6 166.48 68 6 185.52 52 6 23.71 29 6-8 TO 57 6 5.97 11
B-ibm32 32 90 9 9 9 14.06 51 9 46.03 47 9 1.30 11 9 28.57 29 9 7.35 20 9 17.4 11
C-bespwr01 | 39 46 16 17 17 83.12 69 17 56.02 59 17 3.85 13 17 6.64 28 17 18.78 21 17 TO 11
D-besstk01 48 176 8 9 9 14.41 139 9 8.59 47 9 0.25 14 9 62.28 36 9 20.15 21 9 6.35 12
E-bcspwr02 | 49 59 21 22 21 36.17 76 21 53.01 80 21 3.37 13 21 774.02 | 205 21 22.84 19 21 673.44 | 11
F-curtis54 54 124 12 13 13 20.89 139 13 1.02 41 13 1.33 18 13 12.56 32 13 34.66 21 13 2.14 11
G-will57 57 127 12 14 13 108.79 164 13 26.8 79 13 0.57 19 13 15.4 33 13 44.75 21 13 2.69 11
H-impcol b | 59 281 8 8 8 5.51 173 8 0.47 52 8 0.54 22 8 0.47 24 8-22 TO 63 8 23.3 12
T-ash85 85 219 19 27 21 TO 794 21 TO 658 23 TO 331 20 TO 133 | 22-31 TO 37 21 TO 12
J-nos4 100 | 247 32 40 32 TO 1037 32 TO 911 35 | 585.33 | 190 - TO 106 | 34-47 TO 31 - TO 12
K-dwt_234 | 117 | 162 46 58 47 TO 924 47 TO 957 49 TO 477 48 TO 264 | 51-57 TO 33 - TO 11
L-bespwr03 | 118 | 179 39 39 39 22.82 662 39 6.92 436 39 0.99 58 39 0.52 21 39 110.92 | 22 39 26.42 12
M-besstk06 | 420 | 3720 28 72 - TO 53392 29 TO 22076 34 TO 1621 33 TO 625 - TO 20 - TO 35
N-besstk07 | 420 | 3720 28 72 - TO 53392 29 TO 22097 34 TO 1621 33 TO 634 - TO 20 - TO 35
O-impcol.d | 425 | 1267 91 | 173 - TO 30306 92 TO 22285 99 TO 1043 95 TO 691 - TO 18 - TO 24
P-can_445 | 445 | 1682 78 | 120 - TO 41572 - TO 27030 - TO 1581 - TO 644 - TO 18 - TO 24
Q-494_bus 494 | 586 219 | 246 - TO 25944 - TO 29640 - TO 1167 | 220 TO 905 - TO 18 - TO 21
R-dwt__503 | 503 | 2762 46 71 - TO 56611 47 TO 35227 62 TO 1680 52 TO 911 - TO 19 - TO 31
S-sherman4 | 546 | 1341 || 256 | 272 - TO 73031 - TO 59860 - TO 1129 - TO 1033 - TO 19 - TO 24
T-dwt__592 | 592 | 2256 || 103 | 150 - TO 85816 - TO 62936 - TO 2253 - TO 1068 - TO 20 - TO 37
U-662_bus 662 | 906 219 | 220 - TO 63844 - TO 68402 | 220 | 319.73 | 1564 - TO 1320 - TO 19 - TO 28
V-nos6 675 | 1290 || 326 | 337 - TO 101724 - TO 90129 - TO 1571 - TO 1434 - TO 20 - TO 28
W-685_bus | 685 | 1282 || 136 | 136 - TO 76110 - TO 72839 | 136 | 14.33 | 1428 | 136 9.24 37 - TO 20 - TO 29
X-can__715 | 715 | 2975 || 112 | 142 - 686.23 MO - TO 106462 - TO 3312 - TO 1468 - TO 21 - TO 39
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Chapter 6
Extensions to Published Work

This chapter extends the peer-reviewed and published works presented in Chap-
ter with further details and results. Regarding Chapter [2| the extension is
substantial, consisting of a preliminary version of a yet unpublished line of work
(see Section . Regarding Chapter (3| and |5, the extensions in Section
and are for the sake of completeness, presenting technical proofs and some
experimental results that did not fit into the page limits of the proceedings.
About incremental inprocessing in the context of SAT solving, beyond the pub-
lished work in Chapter [4] some further refinements and theoretical results are
presented in Section

6.1 Quantified Boolean Formulas and Theory
Reasoning

The long-term motivation behind our paper in Chapter [2], beyond presenting an
abstract description of search-based QBF solvers, was to pave the path towards
a framework where we can formally introduce theory reasoning into the process
of QBF evaluation. Though this final goal has not been achieved yet, there are
some interesting questions and partial results that did arise along the way and
that are shortly described in the following.

6.1.1 Motivational Example

The following sentence, originating from synthesis problems as we will see later,
illustrates the formulas that we address here. Consider the quantified formula

Q.F :=3i¥e Jo . P(i)@® P(f(i)) A
(c=o0=i)A(mc=0= f(i)) A
P(o)

over the three variables i,0 and c. The existentially quantified variables ¢ and
o in the formula prefix Q are representing input and output in this example
and they are from the same arbitrary, finite domain (e.g. small integers or just
uninterpreted). The universally quantified variable ¢ represents control and
it is Boolean. In the formula matrix F predicates and functions (P and f)
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6 Extensions to Published Work

are applied, but their precise meaning is currently not relevant (i.e. they are
uninterpreted, but for the sake of our example, P could be true for each even
number while f could increase the value of a variable by one). The formula
means that predicate P holds exclusively either on the input ¢ directly, or on
f (@), while based on the truth value of ¢ the output is equal either with ¢ or with
f(i) and predicate P holds on the output. Notice that the formula is false, since
for the same input one of the two possible ¢ values always makes P(o) false.

Although Q.F is an overly simplified toy example, it actually captures the
form of formulas that can occur in synthesis of conditions in loop-free programs
or of control logic signals in hardware design. In microprocessor design and
development, pipelining is a common way to enhance the throughput of the
system. Burch and Dill in [63] described how to formally specify and verify
the correctness of pipeline controllers. The main idea of their approach is to
specify the externally visible behaviour of a non-pipelined reference design and
a pipelined design, and compare the two designs to each other. Hofferek and
Bloem [127]128] showed how to extend and adapt a Burch-Dill style specification
of pipelined circuits to a synthesis setting, using uninterpreted functions. They
introduced Boolean variables to represent the yet unknown control signals of the
system, and with quantifier alternations maintained the dependencies between
the states of the system and those control signals. The general meaning of their
constructed formulas can be summarized with the following sentence: .. for
every possible state of the system, there exist values for the control signals, such
that for all values of auxiliary variables (required to formulate the correctness
criterion), the correctness criterion holds.”(see [127], Section 1.2, p.5). More
formally, their specifications have the form VZ.3¢.VZ . ®, where the variables
from the first quantifier block (vector of variables noted as &) describe the state
and/or inputs of the system, ¢is a vector of propositional variables representing
the control signals that are supposed to be synthesized, and the last quantifier
block contains the auxiliary variables necessary to formulate the correctness cri-
terion. The domain of Z and Z' is uninterpreted, while the variables in ¢ are
all Boolean. The matrix of the formula is in quantifier-free first-order logic,
containing equalities over uninterpreted functions and any elements of the ar-
ray property fragment of the theory of arrays (for details on this fragment see
e.g. [5354]). The generalized version of these formulas even allows an arbitrary
number of quantifier alternations, as long as all the existential quantifiers are
over Boolean variables only. Using that formalization, the synthesis problem
reduces to the challenge of finding witness functions (certificates) that compute
the values of the Boolean variables from the values of the variables in Z.

Our toy example Q.F captures the shape (i.e. quantifier prefix and variable
domains) of the negation of these simpler specification formulas. To further
simplify the presentation we assume only uninterpreted functions and equalities
in the formula matrix. This simplification is reasonable, since in practice array
properties are usually reduced into that fragment of logic (together with the
element and index theories).
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6.1.2 Existing Solution Approaches

The first question is how to determine automatically the truth value of a formula
like our motivational example. Without claiming to be exhaustive, here we
briefly collect some procedures that could be used for this purpose.

Our formula Q.F is definitely in first-order logic, there are quantifiers, pred-
icate symbols, function symbols and equalities. With minor modifications one
could give it to a first-order theorem prover (e.g. [148.233]). However, theorem
provers are not guaranteed to terminate since first-order logic is in general unde-
cidable [72]. Further, the formula is relatively simple considering the complete
expressiveness of first-order logic and thus probably a more specific approach
could be more beneficial here.

Taking a closer look on the symbols in F one can see that only equalities and
uninterpreted predicates and functions are used. Equalities over uninterpreted
functions is actually an efficiently decidable background theory supported by
most SMT solvers [193]. However, reasoning about quantified formulas in gen-
eral is yet rather challenging for most SMT solvers, though several complete and
incomplete instantiation techniques exist already [24,101102206]. A simple way
to overcome this difficulty is to eliminate (i.e. expand) the universally quantified
Boolean variable from the formula by considering both possible instantiations
of it, as in the following transformation:

Q.F = Ji. (Jog. P(i) @ P(f(i)) Nog =1 A P(0g)) A
(Jo1. P(i) & P(f(i)) Ao = f(i) A P(o1))
=satP(i) ® P(f(i)) Nog =i A P(og) Aoy = f(i) A P(o1).

P
P

The final formula then can be solved easily with most SMT solvers. Using this
transformation was found to be an efficient solution by Hofferek et al. in [129]
to the synthesis problem presented in the previous section. In their approach,
after expanding the Boolean variables, the negation of the specification formula
was solved by a proof-producing SMT solver. After that, the synthesized control
logic was extracted as Boolean relations [139] based on some form of Craig inter-
polation [77] from the produced refutation of the solver. However, it is not hard
to see that with more universally quantified variables the transformation easily
leads to an exponential growth of the formula size, and thus the applicability of
this approach is limited.

Since the universally quantified variable is Boolean, one could consider it as
a bit-vector with width of one. Reasoning about quantified bit-vectors in SMT
solving is currently a subject of broad interest (see e.g. [1401/190,234]). But
again, Boolean variables have only two possible instantiations and the rest of the
formula (including uninterpreted functions) does not really require bit-precise
reasoning. Thus, that is not necessarily the best fitting logic to our problem.
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6.1.3 Eager and Lazy Encodings

A very straightforward but relatively spacious solution method to formula Q.F
was not mentioned in the previous section. Equalities over uninterpreted func-
tions is actually a background theory that has well-known eager translations
into pure propositional logic. The transformation first eliminates every func-
tion application by introducing new Boolean variables for each of them and
by adding explicitly additional constraints to guarantee their functional consis-
tency [4,200]. Then the resulting formula is in equality logic, that can be directly
translated into propositional logic and solved (following e.g. [62,[199] or |179)]).
Depending on whether the universally quantified variable is expanded, this eager
encoding of Q.F would result in an equisatisfiable SAT or quantified Boolean
formula that can be solved directly by a SAT or QBF solver. In case the univer-
sally quantified variable is not eliminated, one has to pay attention to introduce
the new abstraction variables into the right blocks of the quantifier prefix. The
abstraction variables are all existentially quantified and each of them belongs to
the quantifier block where the innermost variable on which they depend belongs
to (see an example for that abstraction later in Section [6.1.4)).

The previously described eager encoding to QBF was considered by Hofferek
et al. in [129] and in [127] for the control logic synthesis problem. In their
experiments the problems became infeasible due to the large amount of necessary
additional transitivity constraints. Beyond the growth of formula size, this
approach is practical only with background theories that have already well-
known efficient encoding to propositional logic, thus it is not easily generalizable.

The dilemma of eager versus lazy encoding is very well known in the context
of SAT and SMT solvers (see e.g. [1141/202]). One can choose to completely
reduce a problem into propositional logic and then solve it with a single SAT
call. The other option is to encode it only partially (e.g. construct a Boolean
abstraction of the problem) and use a SAT solver as one of many collaborating
decision procedures in a modular system [56,|150]. One justification for the
eager encoding is that SAT solvers are efficient, fine-tuned tools that can handle
millions of variables (of course, depending on the problem), while for some
background theories the current theory solvers are not yet that efficient.

The same dilemma does not exist in the context of QBF solvers. In this con-
text an eagerly encoded problem to solve is more difficult than SAT (assuming
that NP # PSPACE) [195,224]. Beyond that, both the underlying theory and
the practical algorithms of QBF are not yet fully developed [165,167]. And thus
the eager encoding of problems into QBF is yet rarely a practical option. But
what about a lazy encoding? Is there a sound way to combine QBF reasoning
with the theory solvers known from SMT systems? In the following sections we
seek an answer for this question.
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6.1.4 Lemmas on Demand for QBF modulo Theories

As a first step we illustrate how a “lazy” interplay between a QBF and a con-
junctive theory solver would look like. After that, we will discuss some further
possibilities to adapt this approach for less lazy solutions.

In the simplest — most lazy — setting we have a black-box certificate producing
QBF solver coupled with an engine that decides the consistency of a set of
theory literals. Though there are several QBF solving approaches with different
underlying proof systems [91}/108,|143},/145,/149], for our demonstration we will
use the extractable winning strategy [34}/103] found by the solvers, referring on
them as (counter-)models of (un-)satisfiable formulas.

Let’s take a look again on our toy example Q.F. The Boolean skeleton of the
formula, noted as P.Br, is the following QBF":

P-Br = Jbp(i; bp(s(i)) ¥ € Fbo=is bo=s(3) bP(o) - bP(i) B Dp(s(0)
(C = bo:i) VAN (—'C = bo:f(i)) A

bp(o)

In this abstraction we ignore functional consistency (i.e. we did not use Acker-
mann’s reduction [4]) and simply focus on the shape of the problem. For each
predicate application and equality (i.e. theory atom), we introduce a new exis-
tentially quantified Boolean variable into the prefix of the abstraction (noted as
P). The quantifier block of the new variable depends on the arguments occur-
ring in the encoded atom. For example atoms P(i) and P(f(i)) refer only to
the input variable, thus their abstraction belongs to the most outer quantifier
block. The truth value of 0o = ¢ depends on ¢ (because the value of o depends
on c¢), thus b,—; must be part of the inner 3-block. In CNF the matrix of the
formula is (bp(z) V bp(f(l))) A (ﬁbp(i) V _‘bp(f(i))) A(=eVbo—i) A (cV bo:f(i)) A bp(o) .
Figure[6.1] depicts a possible tree-model found by a QBF solver to P.Br. Each
path of that tree from root to leaf corresponds to a set of literals over EUF atoms
(just like models found by SAT engines in an SMT solver). Invoking a theory
solver on each of these sets can determine whether it is consistent w.r.t. the
theory axioms (T-satisfiable) or not (T-unsatisfiable). In Figure the back-
ground color of each set shows the result of this query (just like in Section.
We can see that when c is assigned to be false, though the Boolean abstraction
of Q.F is satisfiable, the translation of the found assignment is T-unsatisfiable.
The unsatisfiable core of that set of theory literals is {=P(f(i)),0 = f(i), P(o)}
and thus the clause (P(f(i)) Vo # f(i) V—=P(0)) is a tautology. Since the found
tree-model is not theory consistent, a new QBF solving iteration must start.
Learning the Boolean abstraction of that clause blocks the previously found
solution (or at least one branch of it) in the QBF solver. Solving the refined
QBF P.(BA(bp((i)) Vbo=f(i) Vbp(o))) would again return true, with the tree-
model presented in Figure [6.2] In this iteration the QBF solver flips the truth
value of bp(;) and bp(y(;)) to avoid the previous theory inconsistency. However,

81



6 Extensions to Published Work

P.Br
bpiy < T,bp(ray) « L

P.((me V bo=i) A (e V b)) A bp(oy)

ceJ_ Rl \e'l’

P.(bo= f(z)/\bP(o)) P.(bo=i A bp(s))

bo—si)y < T bpoy < T | bo=i = T,bp(o) <= T

T T
P(i) P(i)
P(f()) ~P(f (i)
o = f(i) 0o =i
P(o) P(o0)

Figure 6.1: Tree model of formula P.Bx. For each path of the tree the corresponding
set of theory literals is constructed based on the truth value of the abstraction variables.

in this case the other branch, i.e. where ¢ was assigned true, can not hold on
the theory level. Thus, the negated Boolean abstraction of the new unsatisfiable
core has to be learned and the extended QBF formula must be solved again.

After this extension, the new formula P.(Bx A (bp(s(i)) V =bo=r(i) V 7bp(o)) A
(bp(iy V bo=i V =bp(s))) is proven false by the QBF solver. To check the cor-
rectness of the procedure (and to remind ourself that the original motivation is
to synthesise ¢), one can extract a Herbrand function [18] (¢ = P(f(i))?T : 1)
from the found refutation. Replacing every occurrence of the universally quanti-
fied Boolean variable ¢ in Q.F with the atom P(f(4)) results in a T-unsatisfiable
problem and so makes the negation of the formula valid. Going back to our orig-
inal synthesis problem, if the negation of it is valid, it means that the reference
design and the multipipelined design that uses the Herband function as control
logic, are equivalent. Thus, with this lazy lemmas on demand [82] coupling of a
QBF solver and a theory solver we refuted formula Q.F and even synthesised a
correct implementation for the control variable c.

6.1.5 Simple Refinements

One important benefit of the demonstrated procedure is that the internal be-
haviour of the QBF solver can be completely ignored and so an arbitrary certifi-
cate producing solver can be applied in the proposed workflow. Of course, giving
up on this flexibility and willing to adapt the search engines allows a tighter col-
laboration that can reduce the amount of unnecessary work. In the context of
SMT solvers there are several already established techniques (e.g. on-line SAT
solving, support for propagation by theory solvers, incrementality) [194] that
could improve our system as well.

For example, though in our demonstration always only one clause was learned,
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P.(Br A (bp(ry) V o) V 7bp(o)))
bpay < Libpray < T

P.((mcV bo=i) A (cV b,— £( ))/\bp( ))

c<—J_ Rl \<—T

P.(bo= (i) A bp(o)) P.(bo=i A bp(o))
bo:f(i) «— T,bp(o) «~— T |

o—i T,bp(o) — T

T T
—P(i) ~P(i)
P(f(d)) P(f(d))
o = f(3) o =1
P(o) P(o)

Figure 6.2: Tree-model of formula P.(Bz A (bp(i)) ¥V ~bo=f(i) Y ~bp(0))) together with
the corresponding theory literals for each branch of it.

it is not hard to see that in each iteration potentially more than one theory
conflict can be found. Due to the tree structure of the found model, the branches
can share many literals with each other and so an incremental theory solver can
be beneficial to enumerate them.

Learning more clauses may reduce the number of necessary iterations, but
does not change the fact that an increasing QBF formula is solved over and
over again. Using an incremental QBF solver [163]/164], where new clauses can
be added to the problem without starting the search from scratch, seems to be
essential for an efficient lazy solver.

An even more efficient solution would be to invoke the theory check already
during the QBF evaluation, i.e. move from a lazy lemmas on demand approach
to a tighter integration. However, the implementation of this solution highly
depends on the internals of the QBF solver. Expansion-based QBF solvers [13,
35,148L|134,/135,|161] usually call a SAT solver at some point to evaluate the
expanded formula under consideration. Replacing this SAT engine with an SMT
solver opens up several interesting possibilities to gain a QBF modulo Theories
solver. In case of search-based QBF solvers [65,/106}162,207,238] there is no
explicit SAT engine involved and thus another solution has to be looked for. In
these solvers usually there is some form of cube learning (beyond the classical
conflict driven clause learning), in order to prove true formulas [108,(157,239].
Since our goal is to avoid theory inconsistent models, a possible way towards it
is to guarantee that only theory consistent cubes are learned. In Section [6.1.7]
we will show a possible implementation of that approach.
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6.1.6 Incomplete Problem Solving

Although on our toy example a lemmas on demand approach worked, it does
not mean that this is in general a solution method to our original problem. We
had several implicit assumptions behind our approach inherited from classical
SMT solution methods. For example, we assumed that it is sufficient to find a
tree-model for the quantified Boolean abstraction of a problem such that every
branch in that model is theory consistent in order to gain a model to the original
quantified SMT problem. However, the following example demonstrates that
this assumption actually does not hold. Consider the following simple formula

R.G :=3dtq, ta Ve Itz . (C\/tg :tg)/\(—'C\/tg #tg)/\(tl :t3)

where 1, t2 and t3 are arbitrary terms, while ¢ is a universally quantified Boolean
variable. The Boolean skeleton of that formula, constructed as in the previous
section, is the following QBF:

SBg =Ved bt2:t37 bt1:t3 . (C vV bt2:t3) A (_|C V _‘bt2:t3) A (btlztg)-

A QBF solver would immediately return a tree-model like on Figure [6.3] for
this formula. And so our QBF modulo Theories method would report that the
formula is true. However, taking a closer look on R.G shows that, considering the

S.Bg
ce L /' \<— T
S. (bt2 =tz N\ btl t3) . _'bt2 =t3 /\btl t3)
bt2:t3 < T,btl:tS — T bt2:t3 < L,btl:tg — T
T T
t1 = t3 t1 = t3
ta =t3 o 7’5 t3

Figure 6.3: Tree-model constructed for formula S.Bg where both branches are found
theory consistent.

axioms of equivalence, this formula is actually false. Expanding the universally
quantified variable leads to the following simple problem in equality logic:

R.G= Ftity. (Ftz. ta Ftg Nty =t3) A(3ts. toa =th ANty =15)
=oat to =y At =11 Aty =t3 Aty # t3.

The conjunction of the two possible instantiations of ¢ actually builds an implicit
transitivity chain between variables 5 and t3 (via t1) and so contradicts to # t3.
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This example proved that our problem abstraction, even after complete refine-
ment by our method, does not imply our original problem. Thus, our method
is at least incomplete. And from that follows that when our solver proves a for-
mula true, the more proper answer regarding the truth of the original problem
would be “unknown”.

But what about when our simplistic solving method returns unsat? Are
these answers correct? To show that the presented procedure does not claim
unsatisfiability of true formulas, we need to take a closer look on that scenario. In
case the original problem is true, we can always consider the equivalent formula
where every universally quantified Boolean variable is explicitly instantiated and
all the inner variables are accordingly renamed. From any satisfying assignment
of that formulation, a set of ordered truth assignments can be extracted such
that they together define a tree-model to our abstraction (after mapping back
the renamed variables to branches of that tree). And so, assuming that a correct
QBF solver is used, the existence of this winning strategy implies that the solver
must answer true to the first Boolean abstraction. Since every learned clause is
valid w.r.t. the theory axioms, and the original formula has a theory consistent
solution, these clauses might change the model but not the satisfiability of the
abstract QBF. Thus in this scenario our lemmas on demand method can not
derive false.

6.1.7 QBeq: A Prototype QBF modulo Theories Solver

To gain a proof of concept and to learn the potentials and limitations of an
incomplete QBF modulo Theories solver, we developed a prototype engine called
QBeq that can take as an input Quantified Boolean formulas with EQualities over
uninterpreted functions. The solver combines through their APIs the search-
based QBF solver depQBF [162] (version 5.0) with MathSAT5 [73] (version 5.6)
that is responsible for the theory reasoning.

The main idea behind the implementation is to intercept the QBF solver
every time when it finds a satisfying truth assignment (also called a cover set)
for the matrix of the abstraction formula. Since these cover sets are the base
of cube learning in the solver, guaranteeing their theory consistency implies
that every learned and derived cube will be theory consistent as well. And so,
whenever the QBF solver finds a solution, we invoke a theory solver to check
the theory consistency of it. In case the solution is T-satisfiable, the QBF solver
can proceed as usual (e.g. learn a 3-reduced cube from it). When the found
cover set is T-unsatisfiable, the QBF solver is not allowed to consider it as a
solution. Thus, in that case instead of learning a cube, it must learn a theory
lemma (i.e. the negation of the abstraction of the T-unsatisfiable core) as a
new clause. Since this new clause will be falsified by the current assignment,
the QBF solver is forced to search for another solution. Florian Lonsing, the
developer of depQBF, proposed and developed for us a callback function based
solution in depQBF 5.0 to achieve our desired timely interception and cover set
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inspection. Thanks to his modifications in depQBF, implementing a tighter QBF
modulo Theories solver became significantly easier.

Our prototype solver exploits these modifications of depQBF by implementing
and registering the functions that are meant to be called when depQBF finds
a cover set. QBeq first parses the input SMT2 [26] file containing a quantified
Boolean formula with equalities. As a next step, it constructs the QBF skeleton
of the problem and initializes the formula in depQBF based on it. At the same
time, in the SMT solver an empty formula is initialized where the signature of
every term of the problem is declared. The remaining part of the solver simply
invokes the SMT solver with a set of theory literals (in form of a conjunct of
assumptions) whenever the QBF solver finds a cover set. In case the SMT solver
finds it satisfiable, depQBF is informed and continues as nothing would have hap-
pened. If the set of theory literals were unsatisfiable, the Boolean abstractions
of the literals in the unsatisfiable core are collected by QBeq and forwarded to
depQBF as a theory lemma. Since this lemma invalidates the current solution
of depQBF, it backtracks and continues the search for another assignment or
returns in case a refutation of the formula was found.

6.1.8 Preliminary Experiments

The main practical motivation behind our work is the control logic synthesis
problem described in Section We believe that our proposed QBF modulo
Theories approach is a step towards it, but several milestones to address these
problems (e.g. certificates or preprocessing) are still missing. Thus, first we pick
a small and manageable part of that problem to focus on. To evaluate our pro-
totype solver and to estimate the performance of alternative solution methods,
we generated a set of similar but much simpler problems. Since our targets
are problems where potentially many universally quantified Boolean variables
are combined with relatively simple theory atoms, we started our problem gen-
eration from already existing QBF formulas. We considered two families of
QBF problem instances from the formula library called QBFLIB [107] of the
annual QBF evaluations [204] as starting points, both containing problems only
with 3-V-3 quantifier prefix structure. The benchmark family ToiletC contains
85 problems from the domain of planning [68], while the 303 formulas of the
Abduction family are originating from SAT problem instances. All the experi-
ments were performed with time limit of 300 seconds and memory limit of 7 GB
on our cluster with Intel Xeon E5-2620 v4 @ 2.10GHz CPUs.

As a first step we measured the performance of depQBF on these pure QBF
problems, to get a base line to our further experiments. Since QBeq uses depQBF
5.0 with a specific set of options (the list of options is --dep-man=simple
--incremental-use --no-gbce-dynamic --traditional-qcdcl and
--no-pure-literals --no-qpup-sdcl) we compared this version to the most
recent version (depQBF 6.03) under default settings. Table summarizes the
results. As we can see, the ToiletC problems are mostly really easy to solve
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Table 6.1: Results of different versions of depQBF on the QBF problem families
Abduction and ToiletC.

Solver Abduction (303) ToiletC (85)
Solved | SAT | UNSAT | Time | Solved | SAT | UNSAT | Time
depQBF 5.0 287 152 135 1081.1 82 29 53 202.6
depQBF 6.03 288 153 135 4961.9 82 29 53 202.0

to both versions and the proportion of SAT and UNSAT instances is roughly
1:2. The Abduction problems are more time consuming to solve, but all in all
the numbers of solved instances by the two versions are similar (though depQBF
6.03 required more time to solve them).

As a next step we simply transformed each of the QBF problems into the input
format of SMT solvers (see the specification of the SMT2 language in [26]), with-
out any change to the formulas. Each of the resulting SMT problems consists
of a single assertion with an explicit quantifier prefix containing only Boolean
variables and the clauses of the source QBF matrix. These formulas (denoted as
Abduction-SMT and ToiletC-SMT) are then heavily quantified SMT problems,
but without any underlying background theory to consider. We tried different
state-of-the-art solvers to evaluate the alternative solution methods described in
Section Our main goal here was not to show the good or bad performance
of the solvers, but rather to draw attention on how different they can be. As
theorem prover we used Vampire [14§] (version 4.4) and as SMT solver we exper-
imented with CVC4 [25] (version 1.7) and z3 [81] (version 4.8.7), because they
both support quantified formulas. In case of Vampire we used the portfolio
solver setting (--input_syntax smtlib2 --mode portfolio -p off -t 300
--schedule casc_2019), while z3 was invoked without any special options. In
case of CVC4 we tried different options based on their SMT competition configu-
rations. In this first experiment the effect of the used options of CVC4 was minor,
nevertheless the best results (that are presented here) were achieved with the op-
tions --decision=internal --simplification=none --no-inst-no-entail
--no-quant-cf --full-saturate-quant. This experiment already includes
our tool QBeq as well. Table shows the number of solved instances for each
solver. In the case of the problems in ToiletC-SMT there is no significant differ-

Table 6.2: Results of different solvers on the QBF problems Abduction and ToiletC
reformulated as SMT problems.

Solver Abduction-SMT (303) ToiletC-SMT (85)
Solved | SAT | UNSAT | Time Solved | SAT | UNSAT | Time
z3 4.8.7 1 1 0 0.7 83 29 54 256.3
cvca 1.7 239 112 127 8300.5 80 28 52 361.6
Vampire 4.4 0 0 0 0.0 81 25 56 661.5
QBeq 284 155 129 2239.9 82 29 53 213.9

ence between the solvers. For the formulas of Abduction-SMT the solvers react
differently. On these problems both z3 and Vampire chose a wrong strategy and
run out of time. On the other hand, here CVC4 performs really well compared to
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the other solvers. The last row in Table[6.2]shows the number of solved instances
by our tool QBeq. Since the problems do not have background theories (and so
there are no theory induced conflicts), the Boolean abstraction of each problem
is the exact same QBF problem that we started with. And so the performance
of the tool is expected to be close to depQBF 5.0 (in Table . In the case of
ToiletC-SMT instances the increase in running time is negligible, while in case of
Abduction-SMT an overhead produced by the trivial SMT queries is observable.

The comparison in Table is rather unfair since we try to solve QBF prob-
lems with SMT solvers and theorem provers. So as a next step we introduced
theory atoms into our problems to get closer to the meant domain of the solvers.
We generated from each QBF problem a brand new random SMT problem con-
taining universally quantified Boolean variables and equalities between existen-
tially quantified variables. In each QBF problem we replaced in the formula
prefix every existentially quantified Boolean variable with two new existentially
quantified (uninterpreted) variables. The universally quantified Boolean vari-
ables neither in the prefix nor in the formula matrix were changed. In the
formula matrix we replaced every existentially quantified Boolean variable with
a random equality between two different uninterpreted variables. One of these
two variables is always from the quantifier block of the replaced Boolean vari-
able, while the other variable is either from the same or from the outer block
(in case the replaced Boolean variable was in the inner block).

The intention was to gain quantified SMT formulas with similar QBF ab-
stractions as our original QBF formulas were. As a consequence, many of the
resulting problems are likely to be refutable already on the Boolean layer (since
was constructed based on a false QBF formula) without considering any theory
reasoning. This benefits our tool in a comparison, thus the more interesting to
see here is how the other solvers attempt to solve these problems.

Table [6.3] presents the found results. First of all, we observed that Vampire
in that experiment produced spurious results (e.g. refuted each problem in
ToiletC, though 20 of them is true). Since the problems are formulated in
the language of SMT solvers, which is not the primal input format of Vampire,
we suspect that the parsing is not perfect yet. Thus, here we do not present the
results produced by this theorem prover. Considering the SMT solvers, CVC4

Table 6.3: Results of different solvers on the quantified equality problems generated
randomly from the QBF benchmark families Abduction and ToiletC.

Solver Abduction-EQ (303 ToiletC-EQ (85)
Solved | SAT | UNSAT | Time | Solved | SAT | UNSAT | Time
z3 4.8.7 22 0 22 1701.1 85 20 65 69.1
cved 1.7 33 0 33 137.0 66 1 65 367.5
QBeq 283 125 158 2065.6 82 29 53 264.7

handled the Abduction-EQ problems better than z3, by solving 33 unsatisfiable
formulas from the 303. On the other hand, z3 performed exceptionally well on
the ToiletC-EQ problem instances. It solved every formula and showed that 20
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instances are true, while 65 are refutable. On these problems the setting used
by CVC4 was not as successful (solved 13 unsatisfiable and 1 satisfiable instances
from the 85). In Table we report for the ToiletC-EQ problems the results
of CVC4 with the options --pre-skolem-quant --full-saturate-quant, that
produced better results. Our tool needed more time (but similar to the pure
QBF instances) to address these problems, and actually 3 instances remained
unsolved by it (just like in the QBF case). What is more interesting is that
QBeq found 29 SAT instances, and based on the results of z3, we know that 9
of them must be false but the weak abstraction was not sufficient to show it.
Thus, considering only the ToiletC-EQ problems, z3 seems to provide a quick
and exact solution method. However, in case of the Abduction-EQ problem set
the SMT solvers were not really successful, while QBeq successfully identified
158 false formulas and could not solve only 20 instances. At the 125 instances
where QBeq returned true, we do not know what is actually the correct answer.
Nevertheless, all in all we can draw the conclusion that QBeq can be an efficient
asset in the case of the unsatisfiable problems.

In the last experiment we transformed further our generated quantified equal-
ity problem instances. Replacing every sort in the problems with bit-vectors
yields a set of quantified bit-vector problems (containing only equality opera-
tions over bit-vectors). For each problem we estimated an upper bound on the
number of necessary bits from the number of existentially quantified variables.
Then, we generated a new problem for each possible bit-width (the universally
quantified Boolean variables always remained 1 wide). With lower widths the
problems are more likely unsatisfiable, but hopefully easier to solve |[141]. The
result was 3127 Abduction based problems (noted as Abduction-EQ-BV) and
688 ToiletC based problems (called ToiletC-EQ-BV). Since QBeq and Vampire
do not support bit-vectors, they did not participate in that experiment. The
performance of the SMT solvers on these problems are presented in Table
Since here the problems contain quantified bit-vectors, the used setting of CVC4

Table 6.4: Results of SMT solvers on the quantified equality problems generated ran-
domly from the QBF benchmark families Abduction and ToiletC, encoded as quantified
bit-vector SMT problems.

Solver Abduction-EQ-BV (3127) ToiletC-EQ-BV (688)
Solved | SAT | UNSAT Time Solved | SAT | UNSAT | Time
z3 4.8.7 199 0 199 15674.2 688 159 529 7235.1
cvec4 1.7 228 9 219 7915.3 247 46 201 4767.1

was changed accordingly. The presented results were produced with the op-
tions --full-saturate-quant --no-cbqi-innermost. Considering first the
problems in Abduction-EQ-BV, CVC4 identified 9 different instances as satisfi-
able (each of them with width 1), while refuted 219 formulas (over 60 different
problem instances). The solver z3 solved a slightly less 199 formulas over 42
different instances (approximately in twice as much time as CVC4) and found all
unsatisfiable. Regarding the problems of ToiletC-EQ-BV, CVC4 solved 247 from
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them, finding 46 satisfiable formulas (over 7 different instances) and 201 unsat-
isfiable formulas (over 42 different instances). On the other hand, z3 was again
really fast with the ToiletC based problems and solved all of them. All the 159
satisfiable instances belong to the 20 satisfiable problems found in Table
So while the problems of ToiletC-EQ could be tackled efficiently with SMT
solvers (either as is or as quantified bit-vectors), in case of the formulas of
Abduction-EQ the current off-the-shelf solution approaches were not sufficient.
All in all we can draw the conclusion that our logical fragment of interest can
be addressed in several different ways, but in many cases they represent a chal-
lenging subset of problems. And because of that, it is reasonable to look for
alternative solutions (like our proposed QBF modulo Theories approach) even
if they are only refutationally complete, as long as they are sufficiently efficient.

6.1.9 Future Work and Open Questions

In this section we presented an idea to combine theory reasoning with QBF
solving, motivated by a synthesis problem. Though the idea is simple, it raises
several interesting theoretical and practical questions that must be considered.
The proper way to do it would be to develop an abstract framework where one
can formally reason about QBF solving. This framework would allow us to
analyse and understand the currently implicit details. Starting from there, just
as it was done in the case of SMT technology, one could extend the framework
to abstract QBF modulo Theories and investigate correctness and termination
criteria. Unfortunately, the diversity of orthogonal QBF solution methods and
the yet rather immature level of experience with these systems make this first
step very challenging. To simplify this step, our focus was first only on search-
based QBF solvers. Even for these systems a realistic abstract formalization is
rather challenging to find. An obvious future work is to continue this abstraction
attempt and even extend it to alternative solving principles.

Focusing on the problems rather than on the solvers, an interesting question is
how hard are our formulas really. Although here we considered only the simplest
possible background theory, the goal would be to support more general, theory-
rich problems. Nevertheless, the proper definition of the logic fragment and the
complexity analysis of it remains future work.

A rather practical aspect of the problem that was not addressed here is the
question of pre- and inprocessing. Formula simplifications are a mandatory
element of most solving tool chains and thus we have to investigate which of
these steps are allowed in the presence of theory atoms. But for that, again, we
need to understand the solving principles and the problems.

Bearing in mind that at the end of the day we would like to synthesise com-
ponents with our system, the question of certificate production is inescapable.
Future work must take a closer look on what are the possibilities regarding that.

During the illustration of our proposed solution method we saw that the
current way of problem abstraction is too weak (see Section. It is a natural
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question whether there are better ways to construct the Boolean skeleton of the
problem, such that we can capture more its real semantics. For example, one
could introduce more than one Boolean variable into different prefix blocks to
describe the same relational atom. Forcing them to be equivalent in the Boolean
layer, the produced models may trigger more theory conflicts. Investigating
further the difference between lazy and eager encodings in our context may
reveal some new approaches.

If we consider our approach to capture only some of the unsatisfiable prob-
lems, the question is in what tool chain it could be beneficial. Considering our
method as a first step in a layered or CEGAR approach seems to be reasonable.
Complementing our method with explicit bit-blasting with smaller widths could
be an efficient way to identify the easily provable and refutable problems and
so invoke more expensive, complete methods only on the harder problems.

An important task for future work is to find further application domains
where a QBF modulo Theories solver could be employed. Our hope is that as
QBF solvers will become faster and faster, our line of research will become more
relevant and applicable as well.
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6.2 Maximum Satisfiability and Theory Reasoning

In Chapter[3], as a component of our combined MaxSMT solver, we introduced an
abstract framework to describe the internal behaviour of such SAT (and SMT)
solvers that can evaluate formulas under assumptions. An important feature
of these solvers is that for unsatisfiabile formulas they can return a subset of
the assumptions that were needed for the refutation. In our paper we claimed
soundness and termination of the proposed framework, but omitted proofs for
these claims, due to limitations in space. This section will focus on these proofs.

6.2.1 Correctness of A-Sat

Our framework extends assumption based SAT solvers with theory reasoning
similar to how SAT solvers are combined with theory solvers in [194]. Conse-
quently, the reasoning about the correctness of the framework is also similar.
The main difference is that the set of decision literals is extended with the cur-
rent set of assumptions in every state of the derivation. Further, we introduced
two new rules to capture explicitly the states when the derivation terminates
(i.e. when either a solution or a refutation is found). Although these differ-
ences are rather technical, for the sake of completeness we present the necessary
lemmas and theorems to show the soundness of this calculus.

A-Sat
Lemma 6.2.1. If A |0 | F =* A| M | G, then the following hold.

P-1. All atoms in A, in M and in G are atoms of F.

P-2. AM contains no literal more than once and is indeed an assignment, that
18, it contains no pair of literals of the form £ and —£.

P-3. G is logically equivalent to F.

P-4. If M s of the form MyliM; ...l M,, whereli,...,l, are all the decision
literals of M, then F, A l1,...,l; |E M; for alli in0...n.

Proof. In an initial state A | () | F all properties hold, since A is an assignment
over atoms(F'). To show that all A-Sat rules preserve these properties, consider
A|M' | F' ASat 4 | M" | F" as a step, where all properties hold in A | M" | F'.

The first two properties trivially hold, because A can not be changed during
any derivation and any new atoms of M" or F” are the ones in F’ or M’, all
of which belong to F. Third property could be violated only by the LEARN
or FORGET rules, but they can only add or remove logical consequences of F’
preserving the logical equivalence of F’ and F”.

For the fourth property, let M’ be in the form of M{I¢M] ... 18 M],, where
19,...,1% are all the decision literals. Rules DECIDE, LEARN and FORGET triv-
ially maintain the property, since in case of DECIDE there is nothing to prove,
while LEARN and FORGET do not change AM’ and ensure that F’ and F” are
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logically equivalent. If the applied rule is UNITPROP, we have that F” is un-
changed so F” = F’ while M" is M'¢ = MJI¢M] ... 12M! ¢, where F’, and so
F" contains a clause (C'V £) and AMJI¢M] ... 12M! = —~C. By our inductive
assumption, F" A, 19,... 19 = M/ for i < n since F” = F'. M/ has been ex-
tended to become M!¢, but F” A1¢,....1% = M|...M!, F" |= (C Vv ¢) and
A, MY M, .. 13, M) = —C implies that F” AJ1¢,...,1¢ |= M/, ¢. Hence,
UNITPROP preserves property 4.

Finally, if the applied rule is BAcKJumP, AM’ must have the form
AMYEM .. 1¢  M! (19N and there is a clause C' € F” that is falsified by AM’,
ie. AMYIGM] ... 1¢ \M! [I¢N = =C. From the side condition of the rule we
know that there is a clause (C'V#') s.t. F' = C'V¢ and AMI{M] ... 1¢ \M!_ | =
-C". M" is of the form M(')lilM{ .. l;jflMi’flE’ where lil, . ,l?fl are all the deci-
sion literals of M”. As in UNITPROP F” = F’ and thereby F”, A,1¢,. .. l;?l = M;
for j <i—1since F” = F’. M]_, has been extended to become M;_;¢', but since
FroAl, 0 B M. M, F" = (C'"Vv ), and AMJI¢M] ... 18 M | =
—~C’, we also have F" | A1{,... l;l = M]’[’. Hence, BACKJUMP preserves P-4. [

A-Sat
Lemma 6.2.2. Assume that A | ) | F =* A | M | F' and that there is a
clause D in F' s.t. AM = —D. Then either UNSAT or BACKJUMP applies to
A|M|F.

Proof. If M contains no decision literals, then we have that F, A = M and thus
F,A = =D by P-4. of Lemma [6.2.1] Since F is equivalent to F (due to P-3. in
Lemma and D € F’ we can conclude that F' A A is unsatisfiable and so
F = =A. So there must exist some clause C C =As.t. F |=Cand A = —C (e.g.,
we can resolve away the forced literals in D until we obtain only literals of —A).
Hence, in this case UNSAT applies. If M contains the decision literals lil, . ,lg
we can construct a backjumping clause C’ V ¢’ by using standard 1-UIP clause
learning techniques starting with the conflict clause D. P-4. in Lemma [6.2.1
shows that AM has only decision literals and literals forced by prior decisions.
Hence, the 1-UIP learning technique can be applied by resolving away all but one
forced literal, ¢', at the deepest level. This necessarily yields a new clause (C"V/{)
satisfying the conditions of BACKJUMP, and thus BACKJUMP applies. O

A-Sat
Lemma 6.2.3. If A |0 | F =* S and S is final with respect to A-Sat, then
S is either conflict(F',C) or SAT(AM, F").

Proof. Assume S is a final state with respect to A-Sat, but it is neither

conflict(F',C') nor SAT(AM, F'). Then S has to have the form A | M | F'. We
know that there is no clause C' in F” s.t. AM |= —C, otherwise either UNSAT or
BackJuMmP would be applicable (Lemma . We also know that all literals
of F are defined by AM, otherwise DECIDE would be applicable. Thus, AM
has to be a model of F’. But then SAT-MODEL is applicable, which contradicts
the assumption that S is final. O
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Theorem 6.2.4 (Soundness of A-Sat). For any derivation A | § | F =
.. = S in A-Sat, where S is final with respect to A-Sat, we have that

1. S = conflict(F',C) with F' = C, A= -C iff F N\ A is unsatisfiable.
2. If S = SAT(AM, F’) then AM is a model of F.

Proof. From Lemma [6.2.3] we know that there are two possible final states of a
derivation in A-Sat. First consider the case when S is conflict(F’, C'). Then due
to the side condition of UNSAT, AM = —D for a clause D € F' and M contains
no decision literals. Further, F' = D (P-3. of Lemma and F, A = -D (P-
4. of Lemma , i.e. FF'A A is unsatisfiable. For the other direction, if FFA A
is unsatisfiable, we have that A = —F and so there is no possible extension of
A (i.e. possible M) s.t. AM |= F holds.

If S is the state SAT(AM, F'), the condition of rule SAT-MODEL and P-3. in
Lemma [6.2.7] lead to the conclusion that AM is a model of F. O

Theorem 6.2.5 (Termination of A-Sat). Any sequence of transitions in A-
Sat starting from state A | ) | F that contains no infinite subsequence consisting
only of rules from the set {LEARN, FORGET} is finite.

Proof. See proof of Theorem 2.10 in [194]. Extending the introduced strict
partial ordering of the states to our new additional states (SAT(AM, F’) and
conflict(F’, C')) by considering them as minimal elements closes the proof. [

6.2.2 Correctness of A-Smt

Notice that our proposed A-Smt calculus is minimalist in a sense that it does
not contain a rule to restart or to propagate via theory lemmas. Thus, after
establishing that our A-Sat calculus is correct, the soundness and termination
of A-Smt is relatively straightforward to prove.

A-Smt
Lemma 6.2.6. If A |0 | F =* A| M | G, then the following hold.

P-1. All atoms in A, in M and in G are atoms of F.

P-2. AM contains no literal more than once and is indeed an assignment, that
18, it contains no pair of literals of the form £ and —£.

P-3. G is T-equivalent to F.
P-4. If M is of the form MylaM; ...l M, wherelq,..., 1, are all the decision
literals of M, then F, A l1,...,l; Er M; for alli in 0...n.

Proof. As for Lemma [6.2.1] for the A-Sat calculus. O
A-Smt
Lemma 6.2.7. If A |0 | F =* A| M | F' and AM 1is T-inconsistent, then

either there is a conflicting clause in F' or else T-LEARN applies to A | M | F”,
generating a conflicting clause.
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Proof. If AM is T-inconsistent, then there exists a subset {l1,...,l,} of AM
s.t. 0 Er —ly V -+ -V —l,. This clause is either already in F” or can be learned
by one T-LEARN step. Note, that in case {l1,...,l,} € A and M still has
decision literals, our current calculus does not allow to apply UNSAT, but only
T-Backjump. However, in that case learning —l; V ...—l, ensures that any
decision will lead to a conflict, and so it is guaranteed that a state without
decision literals in M will be reached. O

A-Smt
Lemma 6.2.8. Assume that A | () | F =* A| M | F' and AM E —D for
some clause D in F'. Then after finitely many T-LEARN steps, either UNSAT
or T-BACKJUMP applies to A | M | F'.

Proof. In case there are still decision literals in M, the proof is just as in
Lemma [6.2.2] and so without an explicit T-LEARN step, rule T-BACKJUMP is
applicable. If M contains no decision literals, we have that F, A =pr =D due to
P-4. of Lemma Since F” is T-equivalent to F' (P-3. in Lemma and
D € F’ we can conclude that F' A A is T-unsatisfiable and so F' =p = A. Then
some subset of = A is either already in F’ (and so UNSAT is directly applicable
as in Lemma, or can be learned by one T-LEARN step resulting in a state
where UNSAT is applicable. O

Theorem 6.2.9 (Soundness of A-Smt). For any derivation A | § | F =
.= S in A-Smt where S is final with respect to A-Smt we have that

1. S = conflict(F',C) with F' = C, A= ~C iff F N A is T-unsatisfiable.
2. If S =T-SAT(AM, F') then AM is a T-model of F.

Proof. As for Theorem for the A-Sat calculus, building on the above
introduced A-Smt lemmas. O

Theorem 6.2.10 (Termination of A-Smt). Any sequence of transitions A | () |
F = --- in A-Smt that contains no infinite subsequence consisting only of
rules from the set {T-LEARN, T-FORGET} is finite.

Proof. As in Theorem for A-Sat. O
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6.3 Incremental SAT Solving and Inprocessing

In this section we discuss further details and present some theoretical exten-
sions of the formal framework that was published in [94] and was presented in
Chapter [4 However, regarding the formalization of the reconstruction function
there is an important difference in the current presentation compared to [94].
In the upcoming sections we will consider and use the following non-recursive
definition of reconstruction function, which was proposed by Christoph Scholl
during working on [94].

Definition 6.3.1 (Reconstruction Function). Given a truth assignment T and
a witness labelled clause (w : C) the reconstruction function is defined as

R (7) = {7‘ if T(C)=T

Tow  otherwise.

The reconstruction function for a sequence of witness labelled clauses o is defined

as Ra =1d and Ra = R(wlzCl)'...-(wn:Cn) = R(wlzCl) ©...0 R(wn:C’n)'

One of the benefits of that simplified formalization is that it directly builds on
function composition, which is an associative operator, thus for a given truth
assignment 7 and a sequence of witness labelled clauses -0’ we have immediately
that Ry.0/(7) = Re(Ros (7)), while in [94] we needed Lemma to show that
property. The new formalization does not change the meaning or the properties
of the function, but highly simplifies the presentation, thus we will use it here.

6.3.1 Refined Reconstruction Property

Another point where our formalization could be refined is regarding the recon-
structive property defined in Definition in [94]. In our paper this prop-
erty was defined such that every satisfying truth assignment of the irredundant
clauses must after solution reconstruction satisfy all the irredundant clauses
conjoined with the clauses on the reconstruction stack. This is a convenient
definition, since most of our theorems are considering the combined formula
@ A o during inprocessing. But in practice what we actually care about is the
satisfaction of our original input formula, independently from the current state
of the derivation. In our incremental inprocessing calculus the input formula F*
of each iteration i is logically equivalent with ¢’ A ¢® in every step of the deriva-
tion (see Cor. in Chapter . However, this property might change if we
for example extend the framework with non-model-preserving clause learning.
Therefore here we introduce a refined definition of reconstruction property that
is easier to use in a context where this formula equivalence is not maintained.
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Definition 6.3.2 (Reconstruction Property). An abstract state ¢ [p] o satis-
fies the reconstruction property w.r.t. a formula F iff for all truth assignments
T satisfying o, the result of the reconstruction function R,(T) is a satisfying
assignment of F.

Now we show that this refined reconstruction property is also maintained
in our incremental inprocessing calculus. The proof is very similar to the one
presented in [94], but requires less helping propositions or lemmas along the
way, especially when we reason about strengthening a formula.

Theorem 6.3.1 (Incremental Reconstructiveness). In any derivation starting
from the initial state in the incremental calculus of Fig. [{.5, the reconstruction
property w.r.t. F* holds in each phase i = 0...n and in that for each state j
with 0 < j < k;.

Proof. In the initial state i,j = 0, 908 = FY, 08 = ¢, and so for any satisfying
assignment 7 of F, R.(7)(F°) = T. Assume that in a state j of a phase i
(where 0 < j < k; and 0 <4 < n), the reconstruction property (i.e. VT.(T(QD;-) =
T = RU;(T)(F’) = T)) holds. Notice that F* is not changed by any of the

rules except ADDCLAUSES (when we increase ¢ and start a new phase as well).
If the applied rule is LEARN™ or FORCET, neither <p§-, nor O']i~ changes and so
the property is trivially maintained. Rule DROP removes an entailed clause of
903-, while a;'- is unchanged and so the property remains. Same holds when rule
STRENGTHEN is applied, since in that case any satisfying assignment of ¢}, =
¢ N C satisfies ¢’ as well, while the reconstruction stack remains the same as
before. In case of rule WEAKEN™, consider an arbitrary truth assignment 7/ such
that it satisfies goé 1= 903»\0 . If there is no such assignment, the reconstruction
property trivially holds. Otherwise, we need to consider two possibilities. If
7(C) = T, then 7',(()03-) = T, thus RU; (7')(F") = T by induction. Further,
due to the definition of the reconstruction function (see Def. ’,R"§+1 (') =
Roi.(wic) (") = Ryi (7') because 7/(C) = T and thus RU;+1(T,)(F7’) = T. The
other possible case is that 7/(C') # T. In that case from the side condition
of WEAKENT and from Prop. together it follows that (7' o w)(¢}) = T

and so by induction R, i(7' o w)(F") = T, where R_: (7’ o w) = R i (w:c) (T)
J ) J ) J
since 7/(C) # T, and 80 R,i. (.0 (T')(F") = RU?H(T/)(FZ) = T. In case rule
J J

RESTORE was applied, assuming that a§ had the shape o - (w : C) - o/, we
know that C € cpé- 41, thus every satisfying assignment 7’ of goé- 41 satisfies C.
Further, we know from the precondition of RESTORE that C is clean w.r.t. ¢’,
and so by Lemma we know that R,/ (7")(C') = T. Putting these together,
Ra§+1 (T/) = RO"O”(T,) = RU(RU’(T/)) = Rm(w:C)(RJ’(T,)) = Rm(w:C’)ﬂ’(T,)a
where we know that F* evaluates to true by induction. Starting a new phase with
ADDCLAUSES when 0 < ¢ < n and j = k; simply means that we extend @};i with
a set of clauses A;;1. In that case we need to show that Raé+1(T/)(Fi+1) =T
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holds for all 7/ s.t. 7/(¢p}, A Ai1) = ' (pht™) = T, where Ra_(i)+l(7'/) = R"Zi (")
since the rule does not change the reconstruction stack. By the ind. hyp. we
know that R: (7")(F") = T. Further, F**! = F? A A;41, where each clause in

Ay is clean w.r.t. J,ii due to the side condition of ADDCLAUSES. Thus, due
to Lemma |4.3.1 R () (Asy1) = Ro_(i)+l(7',)(Ai+1) =T. O

(e

6.3.2 Non-Monotonicity of Solution Reconstruction

In an incremental SAT problem it often happens that some of the new clauses
make a previously redundant clause implied. In case this redundant clause was
not removed previously, we can simply apply DROP on it when the new clauses
are added to the formula. However, if the clause was previously removed via
WEAKENT, it is stored on the reconstruction stack when the new clauses are
added. One could apply RESTORE and then DROP in order to get rid of it
permanently, but this solution might restore more clauses from the stack and
thus potentially would increase more than necessary the size of the irredundant
clause set. In Figure [6.4] we introduce a new rule, called FLUSH, that drops
implied clauses directly from the reconstruction stack without restoring them.

elolo(w:iC):o oo

plplo-o
FrusH

where is p=C

Figure 6.4: Rule to remove implied clauses from the reconstruction stack.

Although this rule intuitively seems trivial, the sad truth is that in our current
incremental inprocessing calculus it is not correct to use. The following example
demonstrates what could happen if we introduce FLUSH as it is to our calculus.

Example 6.3.1. Consider formula F = (=aV b) A (—aV —=b) A (a VD). Starting
the inprocessing from state (—a V b) A (ma V —b) A (aV b) [0] e, clause (aV b) is
implied by (—a V b) A (—a V —b) A (a V b) and therefore can be learned, reaching
state (ma VvV b) A (ma VvV =b) A (aVb) [(aVb)]e. Sinceb is blocked in clause (a V
b), it can also be eliminated from the irredundant clause set via WEAKENT
leading to state (—a V b) A (maV =b) [(aVDb)] (b: (aVb)). Then the remaining
irredundant clauses are blocked by —a, so removing them via WEAKENT yields
the state O [(aVb)] (b: (aVb))-(—a:(-aVb))-(-a:(-aV-b)). Moving the
learned clause (a V b) into the irredundant set with STRENGTHEN leads to the
state (aV b) [0] (b:(aVDb)) - (—a:(-aVb))-(—a:(—-aV -b)), where notice that
the first clause of o is implied by .

Consider the assignment 7 = {a = T,b = L} that satisfies p. Applying
the reconstruction function on it we get R(y:(avb))-(—a:(—avh))-(=a:(~av-b))(T) =
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R(b:(avb))-(ﬁa:(ﬁa\/b))(T) = R(b:(avb))(T o _'CL) = R(b:(avb))({a = L1,b= —L}) =
{a = 1,b=T}. However, removing (b: (aV b)) from o by FLUSH we would get
To-a={a=1,b= L} as result of the reconstruction function, which actually
falsifies (a V' b).

One possible way to adapt our framework to this new rule is to maintain a
stronger form of the reconstruction property. In Def. [6.3.2] we focused on guar-
anteeing that F' is satisfied after the complete application of the reconstruction
function. And so implicitly it is allowed that the internal steps of solution re-
construction temporarily falsify any clauses in ¢ or in o, even if it was already
satisfied by previous steps. This implicit possibility is allowed by our published
reconstruction property in [94] as well. Below we demonstrate with an example
such an internal falsification during solution reconstruction.

Example 6.3.2. Consider formula F = (bV ¢) A (a V b). Starting the evalu-
ation from state (bV c),(aVb)[0] e, we can simply just learn the clause (a V
b). Since (a V b) is blocked on a in p, it can be removed via WEAKENT, re-
sulting in the state (bV c)[(aVDb)] (a:(aVb)). The last irredundant clause
(b V ¢) is blocked as well so WEAKENT is applicable again. However, the side
condition of WEAKENT is quite permissive regarding the witnesses of elimi-
nation steps, since it must be compatible with a very general notion of re-
dundancy. For example w = {c,—a} is a valid witness in that simplification
step because w(bVc) = T and plp- = 0 = ¢lo = 0. In the resulting
state O [(aVb)] (a:(aVb))-(c,ma: (bVec)) rule STRENGTHEN can be applied
to reach state (a V' b) [0] (a: (aVDb))-(c,7a:(bVc)).

Consider the satisfying truth assignment 7 = {a = T,b = L} of (a V b).
Applying the reconstruction function on it with (a : (a Vb)) - (¢c,—a : (bV c))
i8 R(a:(avb))-(c,-a:(bve)) (T). Since T(bV c) # T, T is in the first step updated,
resulting in 7' = {a = 1,b= 1,¢c=T}. However, 7'(¢p) =7'(aVb) #T.

Though in this example we artificially constructed a witness that will trigger
the expected problem, based on the definition of our redundancy property and
witnesses, in theory nothing forbids steps like this. So either we need to con-
strain the concept of witnesses and redundant clauses (that would reduce the
generality of our calculus), or we have to consider these possibilities. Based on
this observation, the following definition further refines our reconstruction prop-
erty in order to explicitly prohibit this internal falsification of clauses in ¢ and
in already processed parts of o, without actually changing the used redundancy
property of our framework.

Definition 6.3.3 (Monotone Reconstruction Property). A state ¢ [p] o sat-
isfies the monotone reconstruction property w.r.t. a formula F iff for all truth
assignments T satisfying ¢, the result of the reconstruction function R on 7 and
any suffix o’ of o is a satisfying assignment for ¢ Ao’ and Ry (T) is a satisfying
assignment of F.
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The intuition behind this definition is that what once was already satisfied,
we do not want to ruin during solution reconstruction, i.e., we want the set
of satisfied clauses in ¢ A o to increase monotonically. With the help of this
refined reconstruction property we can now construct a provably correct set of
inprocessing rules that includes also FLUSH. However, the price to maintain this
property is that we are not allowed to use rule STRENGTHEN (i.e. for FLUSH
we must give up rule STRENGTHEN). The following theorem shows that the
resulting calculus satisfies the monotone reconstruction property.

Theorem 6.3.2. In any derivation starting from the initial state in a calcu-
lus consisting of rules LEARN™, FORGET, WEAKENT, DROP, RESTORE, ADD-
CLAUSES and FLUSH, the monotone reconstruction property VT.(T(@;) =T=
(Vo'.suffix(07,0") = Ro(1)(¢5 Ao') = T) A RJ;-_ (T)(F") = T) holds for each
phase it =0...n and j with 0 < j < k;.

Proof. Tt is not hard to see that both Prop. [4.4.1| and [4.4.2 of [94] holds in
case FLUSH is added to and STRENGTHEN is removed from our incremental
inprocessing calculus defined by Fig. [£.5] in Chapter [l Thus, we have that
g0§- A J;- = F' and it is enough to show that the reconstruction function on every

suffix ¢’ of the reconstruction stack (including the complete suffix aé) satisfies
goé- Ac’. In the initial state the reconstruction stack is empty thus there is only one
possible suffix (£), and so for any satisfying assignment 7 of F°, R.(7)(F°) = T.
Assume that in a state j of a phase i (where 0 < j < k; and 0 < i < n), the
property holds. In case of rules LEARN™, FORGET and DROP the reasoning is
exactly as in proof of Theorem and the rule ADDCLAUSES does not change
the reconstruction stack, thus the previous proof is easily adaptable here.

Our induction hypothesis is that VT.(T(QO;-) =T = (Vo' .suﬁix(aj-,a' ) =
Ra/(T)(goé/\a’ ) = T)) holds in the current state. If the applied rule is WEAKENT,
consider an arbitrary truth assignment 7’ such that it satisfies g0§- 1= go; \ C.
If there is no such assignment, the property is trivially maintained. Other-
wise, we know that any possible suffix 6 of a§ 4= 0§ - (w : C) is either ¢
or has the form o’ - (w : C), where ¢’ is a suffix of o}. In case § is ¢, by
Def. Re() (¢l AO) = T'(¢4,1) = T. Otherwise Ry(7') = Ryr.(wicy ().
Trivially, if 7/(C) = T, then Ryr.(w.c)(7") = Ror(7') and then by induction
Ro(T)(¢%11 AN O) = R () (@5 No') = T. If 7/(C) # T, then Ryt w0y (7') =
Ro/ (7' ow). From the side condition of WEAKENT and from Prop. M together
follows (T’ocg)(gp§+1AC’) = T and so by induction R, (T’ow)(goé-ﬂ/\()'/\a’) =T,
s0 Ro(T') (05 NO)=T.

In case rule RESTORE is the next step, assume an arbitrary truth assignment
7’ s.t. T’(goéﬂ) = T’(goz- AC) = T. Then by ipduction we know that RQ(T/)(()O;- A
) = T holds for all possible suffix 6 of 0 = 0 - (w : C) - ¢o’. Further, due
to Lemma for any suffix ¢ of ¢/ we have that Ry/(7')(C) = T since
7/(C) =T and C is clean w.r.t. #'. Every suffix of a§+1 = 0.0’ is either a suffix
of ¢/ and thus by induction satisfies the property, or has the form 6 - o’ where 6
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is a suffix of . In that case Ryp.o/(7") = Ro(Ro/(7')) = Ry.(u:c)(Ro(7')) since
Ro(7')(C) = T. By induction we know that Ry.(..c)(Re'(7")) = Rp.(w:0)07 (')
satisfies 05 A G A C A o', thus Ry (7')(¢%1 AB A ') =T must hold as well.
When rule FLUSH is employed, the form of a;- 41 is similar to the case of rule
RESTORE, and thus a similar reasoning is applicable. The only difference that
in that case C' is not part of gpz-ﬂ, but gpz-ﬂ = goé E C due to and since by
induction Ry (T)(cp; 1 A0') =T for any suffix 6’ of o', we have here as well that
R (T)(C)=T. O

Note however that most of the currently known and used pre- and inprocess-
ing techniques rely on rule STRENGTHEN and thus it is questionable whether the
benefits of FLUSH outweighs the loss of that rule. Future work should investigate
other means to achieve an inprocessing calculus that has monotone reconstruc-
tion property and can capture meaningful practical techniques at the same time
or whether there are other ways to include rule FLUSH into our current calculus.
The above indicates that the consequences of a stronger reconstruction property
could lead to several interesting improvements both in theory and in practice.

6.3.3 Non-Model-Preserving Clause Learning

The current form of rule LEARN™ in our incremental calculus is rather strict.
The main reason to forbid the learning of non-implied clauses is to somehow
guarantee that all the learned clauses can be kept while preserving satisfiability,
even when new clauses are added to the formula (see Cor. . The challenging
aspect of the general redundancy property that was used as in the non-
incremental calculus, is that this property is not monotone, i.e. if a clause C
found to be redundant w.r.t. a formula F, it is not guaranteed that C' will be
redundant w.r.t. F' A G as well, where G is a set of arbitrary new clauses.

The simplest way to overcome this difficulty is to employ a monotone redun-
dancy property, just as we did by changing | to|>|in LEARN™ in [94]. Another
way would be to adopt and adapt the handling of the clause elimination steps
to clause learning. Assume we can identify and store the reason (i.e. witness)
of each and every learned clause including the order of them. Then in new iter-
ations we could simply retract those clauses (and those that were derived with
the help of them) that are not justified any more. For that approach we need
to show what kind of information is sufficient to store in order to guarantee
soundness and how can we reduce the overhead of this bookkeeping in prac-
tice. Further, this approach requires also to consider what is happening when
clause learning and elimination are intermixed. Learned clauses can be reasons
of eliminations, and so the two techniques must consider each other.

Another possibility to support non-model-preserving clause learning is to
somehow guarantee that the redundant, learned clause C' does not interfere
with any future set of clauses added to the formula. Based on that observation,
it is possible to have a special form of non-implied clause learning, for example
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as we introduced LEARN? in Fig. 6.5l This rule allows to learn so called defini-

plrlo
e ANCNF(v* =11 Vi) [p]o

LEARND

where v* & Var(e A p A o) and CNF(v* =13 V l) is clean w.r.t. o
Figure 6.5: Rule to add definition lemma

tion clauses that can potentially lead to shorter derivations. What is important
is to guarantee that we always define a brand new variable (v* in LEARND).
Notice however that [; and [y are arbritary literals, i.e. it can refer even to other
definition variables. Beyond that, we have to guarantee that the definition vari-
ables do not interfere with any newly added clauses. For that, we mark these
variables with *, noting that if a new clause contains v*, every occurrence of it
in ¢, p and o needs to be renamed to another fresh variable.

Rule LEARNT allows to simulate extended resolution during incremental in-
processing (see e.g. [10,123]). However, introducing that rule into our abstract
framework would modify most of our invariants and would complicate several
otherwise simple concepts. Thus, instead of explicitly introducing it to our cal-
culus, we just point out that these definition clauses can always be added to our
problem (more precisely to ¢) via ADDCLAUSES (assuming that the uniqueness
of the definition variables is guaranteed in advance for each iteration). Do-
ing so, the formula to solve in a new phase becomes Fit! = FI A A; 1 AE
in each iteration, where E contains only extension definition clauses, and so
FiA Ait1 Ssat Fi A A1 A E holds.

6.3.4 One-Pass Solution Reconstruction

Rule ADDCLAUSES requires to restore a set of clauses from o and each of these
restored clauses may trigger further clauses to be restored, that can trigger
again further clauses to restore and so on. Although RESTORE has this recursive
manner, it is still sufficient to traverse the reconstruction stack only once, as
long as it is done from the proper direction. In our paper we did not have the
space to elaborate on why it is so, thus here we give more details.

Rule ADDCLAUSES requires that each new clause C' € A is clean w.r.t. the
whole reconstruction stack, i.e. every (w; : C;) of the stack has to be checked
and restored in case w; N —C # (). Notice that the order of these checks does
not matter. On the other hand, whenever a witness labelled clause (w; : C;) of
the reconstruction stack needs to be restored, due to @ we know that every
(wj : Cj) € o where j > i has to be checked and restored in case w; N —=C; # (.
In principle we are looking for the smallest set A of (C,i) clause-index pairs
where C € (AU o) is a clause to be added to the formula of the next iteration
and ¢ € Ny is a position in ¢ until C does not need to be checked whether
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triggers clauses to restore, s.t. (i) VC' € A : (C,0) € A (ii) If (C,i) € A, then
V(wj:Cj)€o:(j>iNwjN-C#0)= (Cj,5) € A And so initiating A with
the clauses of A (with index 0, since every clause of o has to be checked), then
checking each clause of o, against the potentially increasing A, starting from
(w1 : C1) to (wy, : Cp) we can identify all those clauses that need to be restored
and added to ¢ of the next phase. Those labelled clauses (w; : C;) that fail the
check against the current A are not just added to A, but also removed from o.

6.3.5 Scheduling Incremental Inprocessing

An other interesting question that we did not have the space in [94] to address
is how to schedule inprocessing when the solver is solving incremental problems.
Inprocessing SAT solvers usually have their own rhythm to invoke inprocessing
during search (e.g. after certain number of restarts done, conflicts found etc.)
and it is limited how much time is allowed to spend on it. In case it is invoked
too often or too long, the spent resources outweigh the benefits of simplifications.
Thus, usually a schedule of inprocessing has a decreasing frequency of invocation
defined by increasing thresholds. However, in an incremental problem sequence
using that schedule can lead to extreme cases. When each problem of the
sequence is just too simple to reach the first threshold of inprocessing invocation,
the formula is never simplified. Another extreme is that the subproblems are
really hard and so inprocessing is invoked really frequently at the beginning of
each phase. A solution to avoid these extremities in CaDiCalL. was to consider the
whole incremental problem in the sense of inprocessing scheduling as a stand-
alone run. It simply means that in our presented results in [94] none of the
relevant inprocessing counters were reset in between phases.

6.3.6 Certificates with Incremental Inprocessing

Here we shortly discuss how proof generation of unsatisfiable formulas is affected
by incremental inprocessing. The question is how to handle restored clauses in
the produced proofs. Because of the side condition of rule WEAKENT, we can be
sure that every clause on the reconstruction stack is semantically implied by the
original set of clauses (i.e. by F?). In the current implementation, whenever a
clause is restored via RESTORE, in the proof it is (re-)introduced as an original
clause that is part of A;y 1. In the trivial case it was indeed an input clause
that got weakened. However, in case the clause was first learned with LEARN™
and then rule STRENGTHEN was applied before it was moved to the stack with
WEAKENT, the clause is not original. Nevertheless, in that case the clause
must be implied (due to the side condition of rule LEARNT) and so instead
of WEAKENT, at some point DROP could have been applied on it. Thus, an
inprocessing strategy where rule DROP is preferred over rule WEAKENT in cases
when both is applicable avoids these potentially problematic situations.
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6.3.7 Reconstructed Solutions after Incremental Inprocessing

The idea behind solution reconstruction at the end of inprocessing is to allow
non-model-preserving formula simplifications and at the same time guarantee
that a solution for the original, unprocessed formula is provided. However, an
implicit side effect of that process is that we lose some of the possible models
of the original formula. The reconstructed solution of an inprocessed formula is
partially determined by the witnesses of the employed clause elimination steps.
Finding different solutions for the simplified formula may result in different
reconstructed solutions. Nevertheless, the enumeration of all solutions of the
original formula is in most cases impossible if inprocessing was applied.

In the current inprocessing framework we consider always a single witness for
every clause elimination step (i.e. when we apply rule WEAKENT). It would
not be hard to redefine (and reimplement) the reconstruction stack such that
we can assign more than one witness for an eliminated clause. Of course in
that case each of these witnesses should satisfy the side condition of WEAKENT.
Though finding all reasons of redundancy is not necessarily possible, in some
cases it might be relatively cheap to identify more than one witnesses (e.g. when
more than one literal is blocked in a clause). It could provide benefits not
just regarding the number of reconstructible solutions. In case of incremental
inprocessing the number of restored clauses depends on how many redundancy
reasons are changed due to the new clauses. Having more possible witnesses
for an eliminated clause would allow to consider one (or more) of them that is
clean w.r.t. the new clauses. Thus in that case instead of restoring the clause,
we just need to remove the invalidated witnesses of it. Of course this extension
would be beneficial only if the overhead to identify the additional witnesses is
negligible or less than the resources consumed by restoring the clauses between
iterations. Nevertheless, it is an interesting possibility that might be worth
further investigations in the future.
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6.4 Duplex Encoding of Staircase At-Most-One
Constraint Sets

In this section we present some unpublished details regarding our proposed
duplex encoding of at-most-one sequence constraints.

6.4.1 CNF Encoding of BDD Nodes

Given a BDD node with auxiliary Boolean variable b, that decides on variable z;
and has a true child node with variable ¢ and a false child node with variable f,
we have several options to represent this node in conjunctive normal form. In [90]
an encoding was proposed, where each node of a constructed BDD is encoded
simply as an if-then-else node. This encoding (will be referred as Minisat+)
yields the following four clauses for each node of a BDD:

Minisat+:
(a) xANt—b (b) ~xANf—b
(¢) xAN—-t——b (d) =z AN—f — —b.

To achieve arc-consistency in the general case, the encoding is extended with
the following two clauses in [90] (will be denoted as GAC-Minisat+):

GAC-Minisat+: (a) — (d) A
(e) tAf—b (f) "t A—=f — —b.

Notice that in our SCAMO constraints these plus clauses are not necessary in
order to achieve arc consistency. In each BDD each node is either an AMO or
an AMZ node. When an AMO node is encoded, we know that the node output
has to be true (i.e. b is a unit clause) and also that the false child has to be
true (because it is also an AMO node, i.e. f is a unit clause as well). Thus in
that case clauses (e) and (f) are root-satisfied. In case of AMZ nodes, clause
(e) is root-satisfied since ¢ is always | and due to the same reason the other
clause can be simplified by removing ¢. Regarding clause (f), it is easy to see
that each decision variable x; belongs not just to the current AMZ node, but
to an AMO node as well, in a clause —x; V t where ¢ is actually the false child
of the current AMZ node. Thus when —f holds, the AMO node can propagate
—z;, and so —f A —x; together propagate —b via clause (d). So even though in
a longer way, but the propagation strength of Minisat+ and GAC-Minisat+ is
the same in our context, due to the structure of the BDDs and the existence of
the bonding clauses.

Another possible translation of pseudo-Boolean constraints to clausal form
via BDDs was proposed in [2] (we will denote this encoding simply as BDD-1).
In this work the monotonicity of the pseudo-Boolean constraints is exploited
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during encoding, resulting in only the following two clauses:

BDD-1:

(9) ~f — b (h) x A=t — —b.

Since our problem consists of AMO and AMZ constraints that are both mono-
tonically decreasing, BDD-1 as arc consistent encoding is applicable. Notice that
clause (¢) of Minisat+ occurs as clause (h) in BDD-1. Further, in case of AMZ
nodes, clauses (f) and (g) become identical.

In our experiments, presented in Chapter |5, we combined the Minisat+ and
the BDD-1 encodings (will denote this encoding as CPAIOR). More precisely, we
encoded the AMO nodes with BDD-1, but most importantly we did not simplify
this encoding, i.e. we kept all the root satisfied clauses and falsified literals. In
case of AMOs over less than three variables the second clause was omitted. For
AMZ nodes we employed Minisat+ with simplifications.

Table summarizes the presented encodings of each BDD node in case of
SCAMO constraints by the resulting clauses. To emphasize the similarities be-
tween the encodings, the clauses are sorted in each column following the same
order. Notice that each encoding has an equivalent CNF for AMO nodes (al-
though CPAIOR is kept without simplifications) while they are noticeably differ-
ent for the AMZ nodes.

Table 6.5: Different clausal representations of AMO and AMZ nodes.

CPAIOR Minisat+ | GAC-Minisat+ BDD-1
(=bV -z Vi) (mz V' t) (mz V) (mz V)
AMO (=bV f) B B B
(b V —x) (b V —x) (b V —z) (b V —z)
e (=bvzvVf) | (=bVzVf) (=bvzVf) -
(bvazv-f) | (bvaV-f) (bVazV-f) -
- - (zb Vv f) (zbV f)

Though each of these encodings is arc consistent in case the node variables
of the corresponding constraints are forced to be true with unit clauses (see [2,
90] and our previous reasoning), they perform differently, as Table shows.
Considering the same 24 antibandwidth problems as in [97], the table reports
the number of solved queries and the required time and memory consumption
for it in case of each BDD node encoding.

Although CPAIOR and Minisat+ are logically identical, having root-satisfied
clauses and root-falsified literals somehow made CPAIOR slightly better on small
instances (upper table). However, on larger problems (lower table) Minisat+
can solve more formulas. A possible explanation of this difference is simply the
order of clauses and variables in the two encodings (see e.g. [42] on possible
consequences of formula scrambling).
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Table 6.6: Results of different node encodings to solve the antibandwidth problem (TO = 1800 seconds and MO = 7 GB).

[INSTANCE | A [ B [ ¢ [ D [ E | F [ G | H ] I | 7 ] X | L ]
4] 30 32 39 48 49 54 57 59 85 100 117 118
|E| 103 90 46 176 59 124 127 281 219 247 162 179
LB 6 9 16 8 21 12 12 8 19 32 46 39
UB 8 9 17 9 22 13 14 8 27 40 58 39

6 9 17 9 21 13 13 8 23 35 49 39
CPAIOR 188.69s | 1.37s 3.92s 0.35s 3.38s 135 0.55 s 0.48 s TO 592.57 s TO 1.02s
44MB | 11MB | 14MB | 14MB | 13MB | 19MB | 17MB | 21 MB | 299 MB | 203 MB | 488 MB | 53 MB
6 9 17 9 21 13 13 8 22 35 49 39
Minisat+ 85.1s 1.38's 23.87 s 0.27 s 8.91s 0.68 s 0.81 s 0.29 s TO TO TO 05s
3MB | 11MB | 36MB | 14MB | 23MB | 16MB | 21MB | 21MB | 710 MB | 461 MB | 461 MB | 49 MB
6 9 17 9 21 13 13 8 22 35 48 39
GAC-Minisat+ | 132.77 s 0.45 s 9.67 s 0.44 s 3.14s 0.36 s 1.95 s 0.23 s TO 645.47 s TO 0.97 s
46 MB 9 MB 20MB | 14MB | 13MB | 14MB | 21MB | 24MB | 383MB | 154 MB | 400 MB | 54 MB
6 9 17 8 21 12 12 - - - - 39
BDD-1 179.45s | 3464s | 32.25s TO TO TO TO TO TO TO TO 1793.49 s
56 MB | 38MB | 42MB | 290 MB | 323 MB | 357 MB | 433 MB | 536 MB | 573 MB | 764 MB | 823 MB | 949 MB

[INSTANCE | M [ N [ o [ P [ Q | R [ s [ T J U [ Vv [ w [ X ]
4] 420 420 425 445 494 503 546 592 662 675 685 715
|E| 3720 3720 1267 1682 586 2762 1341 2256 906 1290 1282 2975
LB 28 28 91 78 219 46 256 103 219 326 136 112
UB 72 72 173 120 246 71 272 150 220 337 136 142

34 34 99 - - 62 - - 220 - 136 -
CPAIOR TO TO TO TO TO TO TO TO 328.84 s TO 14.35 s TO
1558 MB | 1558 MB | 1048 MB | 1581 MB | 1033 MB | 1685 MB | 1120 MB | 2252 MB | 1584 MB | 1508 MB | 1418 MB | 3400 MB
34 34 100 78 - 62 - - 220 - 136 -
Minisat+ TO TO TO TO TO TO TO TO 35.24's TO 14.03 s TO
1491 MB | 1491 MB | 943 MB | 1582 MB | 1023 MB | 1571 MB | 1103 MB | 1992 MB | 1459 MB | 1540 MB | 1349 MB | 2691 MB
34 34 97 - - 60 - - 220 - 136 112
GAC-Minisat+ TO TO TO TO TO TO TO TO 185.06 s TO 22.16 s TO
1486 MB | 1486 MB | 1212 MB | 1662 MB | 1035 MB | 1683 MB | 1150 MB | 2596 MB | 1551 MB | 1511 MB | 1838 MB | 2803 MB
BDD-1 TO TO TO TO TO TO TO TO TO TO TO TO
3094 MB | 3094 MB | 2834 MB | 2036 MB | 3021 MB | 2304 MB | 2337 MB | 3013 MB | 3119 MB | 3481 MB | 2616 MB | 3257 MB

$19G JUIRIISTUO)) SU()-ISOJN-1Y oseaIre)§ jo Surpoousy xordn( §'9
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There is no large difference between the two encodings proposed in [90] in
our context. All in all, although GAC-Minisat+ can solve two formulas where
Minisat+ fails (in instances J and X), in general Minisat+ seems to be the
slightly better choice. Though encoding BDDs via BDD-1 leads to the smallest
amount of clauses, the memory consumption of the problem solving was here
the largest. All in all the performance of that approach was relatively poor in
our application since it failed on several smaller instances already, where the
other encodings led immediately to an answer (see e.g. the instances D-G).

6.4.2 Arc consistency of Duplex Encoding

As it was pointed out in [97], the arc consistency of our proposed duplex encoding
completely depends on the arc consistency of the employed CNF encoding of
each constructed BDDs.

Consider an AMO constraint 21 + -+ + 2, < 1 and a BDD built for it via
the method BDD-AMO((x1 - - - z,)). Let B contain the clauses of each node of that
BDD (considering e.g. the clauses of the second column in Table . Then we
know that the formula B A b1, where by is the auxiliary Boolean variable that
was introduced for the root node of this AMO BDD, restores generalized arc
consistency through unit propagation. Thus, unit propagation on BAb; A z; for
any 1 <14 < n would assign false to every other variable z; of that constraint.
Similarly, given an AMZ constraint 1 + --- + x,, < 0 and the encoding of the
related BDD as clauses in B, we can assume that unit propagation on B A by,
where by is the root of that BDD, propagates every variable z; (1 < i < n) to
be false. From that it also follows that unit propagation on B A z; forces by to
be false.

Now we can more formally reason about the arc consistency of our duplex
encoding. Consider a set of variables X = (z1 22 - x,) and a staircase at-most-
one constraint set C with width w s.t. 2 < w <mn, i.e. C = SCAMO(X, w).

Theorem 6.4.1. Assuming an arc consistent encoding for each mode of the
constructed BDDs, our proposed duplex encoding of C restores generalized arc
consistency through unit propagation.

Proof. Let D be the set of clauses resulting from the duplex encoding of C,
consisting of the clauses of each AMO and AMZ BDDs together with the bonding
clauses. We show that given a partial truth assignment to the variables in X,
if assigning a variable x; to true would violate C, unit propagation assigns false
to x; through the clauses in D.

Assigning a variable x; to true can violate C if and only if there is already a
variable x; assigned to true such that |i — j| < w. Then, there are two possi-
bilities: either x; and x; belong to the same window wy, or to two consecutive
windows wg, w1 during duplex encoding.

The first case is trivial, since in that case we have a forward BDD for the AMO
constraint over the variables in wy and an arc consistent encoding of each node
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of it in D. Beyond that, in the bonding clauses we have a unit clause w,{ -11-AMO
that enforces the root of that BDD to be true. Thus, unit propagation on DA z;
enforces every other variable in wy, (including z;) to be false. In case x; and x;
belong to two consecutive windows wy,wg+1, we need to take a closer look on
the AMZ constraints. W.l.o.g. assume that j < i, i.e. x; belongs to the window
wy, while x; is in wy11. Then, since x; is true, the variable representing the root
node of the AMZ constraint over the variables (z; - - -z, ) must be false. Thus,
ﬁw,{—lt—AMZ holds, where [; is the layer of z; in window wy, (i.e. z; is the tth
element in wg). Then the binary clause (w,’:—lt—AMZ\/wzﬂ—l(w_t)H—AMZ) of the
bonding clauses will propagate wz 17l w—t)+2-AMZ, that forces every variable in
the t — 1 long prefix of window wy 1 to be false. Since i — j < w, we know that
it includes x; as well. ]

6.4.3 Size of Duplex Encoding

In our submitted paper we provided a very generous upper bound on the number
of necessary clauses to encode a complete SCAMO constraint set over n variables
with width w. The presented upper bound was calculated with an encoding
where the AMO nodes may have up to two clauses, the last window is assumed
to have width w as well and we assumed that both the first and the last windows
are encoded in both directions.

In reality, assuming that the BDD nodes are encoded for example as in
Minisat+ (see Section , a more realistic approximation of the number
of clauses would be as follows:

#BDD-clauses ~ ((2- (M —1) —1)-4- (w—1))+4- (v’ —1)
=4-2M - (w—1) =3 -w+w +2)
#BOND-clauses ~ (M —2)-(3- (w—1)—2)+3-w' —2+2- (M —1)
=3 M- w+M-6-w+3-w —2
#BDD + #BOND-clauses ~ 11 -M -w —7-M —18 - w+ 7 -w' +6

where w’ € {1,...,w} is the width of the last window. We call it approximation,
since to keep the implementation simpler, some of the unit clauses might be
added more than once. Further, it is a design choice to use the same variables
or introduce equivalences between root-nodes of the constructed forward and
backward BDDs. In our implementation we added 4 - (M — 2) binary clauses to
express this equivalence. Figure depicts how large is actually the difference
between our provided upper bound in [97] (increased with 4 - (M — 2)) and the
more accurate number of clauses presented here, in the case of n = 500.
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Figure 6.6: Comparison of number of clauses for encoding a single SCAMO constraint
set on n = 500 variables and width w between 2 and 500.

6.4.4 Strategies to Solve the Antibandwidth Problem

Our approach to solve the antibandwidth problem in Chapter [5| was an iter-
ative method. In each iteration we asked a SAT solver whether it is possible
to assign unique labels to each node of the given graph, such that the smallest
difference between labels of neighbours is at least w, where w then was used as
a width in the SCAMO encoding. If the constructed formula was satisfiable, w
was increased with one and a new formula was built to solve. In case the for-
mula was unsatisfiable, it proved that the previous w was the maximal possible
minimum difference, i.e. the antibandwidth of that graph. From previous work
and theoretical results, for each graph we had a lower and an upper bound for
the possible antibandwidth values.

This search method in principle follows the pattern of iterative MaxSAT
solvers (see e.g. [182]), where a linear search is performed to identify the max-
imal number of satisfiable clauses. Sticking with that parallel drawn between
iterative MaxSAT solving algorithms and our antibandwidth search, it is not
hard to see that our iteration could have started from the upper bound of the
antibandwidth value or a binary search between the bounds would have been
possible as well. CaDiCaL, the SAT solver we used in our experiments, was the
best performing solver on the satisfiable instances of the SAT race in 2019 [122].
Thus, it is not surprising that the best results were found with the presented
increasing search, where all formulas given to the SAT solver, but the last one,
must be satisfiable (referred as ”Sat-Unsat” search in MaxSAT context). For
the sake of completeness, and to see if there were consequences of this choice, we
implemented and repeated the experiments with the other two strategies and
present the results in Table [6.7]
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Table 6.7: Results of different strategies to solve the antibandwidth problem (TO = 1800 seconds and MO = 120 GB).

Duplex — W-Increasin, Duplex — W-Decreasing | Duplex — Binary Search
Instance VI 1Bl | LB | UB og j. | Time MBg o% j. | Time | MB | Obj. | Time | MB
A-pores_1 30 103 6 8 6 185.52 52 6 189.8 47 6 192.68 47
B-ibm32 32 90 9 9 9 1.3 11 9 1.31 11 9 1.3 11
C-bcspwr01 | 39 46 16 17 17 3.85 13 17 3.7 14 17 3.96 13
D-bcsstk01 | 48 176 8 9 9 0.25 14 9 0.16 13 9 0.27 14
E-bcspwr02 | 49 59 21 22 21 3.37 13 21 3.55 13 21 3.49 13
F-curtisb4 | 54 124 12 13 13 1.33 18 13 1.35 18 13 1.4 18
G-will57 57 127 12 14 13 0.57 19 13 0.23 17 13 0.24 15
H-impcol_ b 59 281 8 8 8 0.54 22 8 0.66 22 8 0.46 22
I-ash85 85 219 19 27 23 < TO 331 < 26 TO 137 | 23 < TO 125
J-nos4 100 | 247 32 40 35 585.33 190 35 588.04 163 35 610.62 179
K-dwt__234 117 | 162 46 58 49 < TO 477 < 56 TO 152 - TO 250
L-bcspwr03 | 118 | 179 39 39 39 0.99 58 39 1.15 54 39 1.19 54
M-bcsstk06 | 420 | 3720 28 72 34 < TO 1621 < 46 TO 1481 <50 TO 1500
N-bcsstk07 | 420 | 3720 28 72 34 < TO 1621 < 45 TO 1480 < 50 TO 1500
O-impcol_d | 425 | 1267 91 173 || 99 < TO 1043 < 139 TO 827 - TO 1022
P-can_445 | 445 | 1682 78 120 - TO 1581 <111 TO 1057 - TO 1199
Q-494_bus 494 | 586 219 | 246 - TO 1167 < 244 TO 959 - TO 949
R-dwt__503 | 503 | 2762 46 71 62 < TO 1680 - TO 1561 | 58 < TO 1634
S-sherman4 | 546 | 1341 || 256 | 272 - TO 1129 <271 TO 1131 - TO 1093
T-dwt_592 | 592 | 2256 103 | 150 - TO 2253 < 148 TO 1755 - TO 2170
U-662_bus 662 | 906 219 | 220 220 | 319.73 1564 220 251.07 | 1565 220 | 340.25 1542
V-nos6 675 | 1290 || 326 | 337 - TO 1571 < 336 TO 1624 - TO 1559
W-685_bus 685 | 1282 136 | 136 136 14.33 1428 136 16.45 1453 136 15.51 1418
X-can__715 715 | 2975 112 | 142 - TO 3312 - TO 2529 - TO 2748
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6 Extensions to Published Work

First of all, we can see that all three strategies could solve optimally exactly
the same set of instances. For most of the unsolved problem instances the
”Unsat-Sat” direction of search (noted as W-Decreasing in Table success-
fully refined the upper bounds several times. In contrast to that, the binary
search either found the optimal value or could not refine any of the bounds sig-
nificantly. If we would construct a virtual best solver result, where we consider
the tightest lower and upper bounds found by any of the methods, the binary
search would not contribute on any of the unsolved instances. On the instances
where we found the antibandwidth, we observed that the SAT queries became
harder as the width got closer to the optimal value. This observation might
explain why binary search is not an efficient approach for this problem.

6.4.5 Benchmark Submission to the SAT Competition

Our experimental results in Chapter [p]showed that although our duplex encoding
yields smaller formulas than alternative SAT encodings, the resulting problem
instances are still rather challenging for current solvers. Another tendency that
we observed during the experiments is that for each graph the closer the width
of the SCAMO constraint to the optimal antibandwidth was, the longer it took
to solve the resulting SAT formula. Further, for each graph we know that a
SAT formula of a SCAMO constraint with a width that is smaller or equal than
the antibandwidth, must be satisfiable, while formulas with widths higher are
unsatisfiable. Thus, all in all, each larger graph in our experiment is actually a
perfect source to generate a sequence of interesting SAT formulas where both
the “difficulty” and the satisfiability of the formula can be influenced.

In the annual competition of SAT solvers (see e.g. [121,/122]) a formula is
considered “interesting” if it requires more than a minute to be solved with
MiniSAT [88|, but takes less than an hour to solve with a current SAT solver. We
generated for each graph a sequence of interesting SAT formulas based on that
definition. More precisely, for each graph we considered every consecutive widths
in a wide range around the antibandwidth, or around the width (LB + UB)/2
in case the antibandwidth was not known, and generated our duplex encoding
of the feasibility query with each of these widths. Then we tried to solve each
of the generated formulas with MiniSAT in less than a minute. After that, we
dropped all those formulas where MiniSAT was successful and invoked CaDiCaL
on the remaining ones, allowing one hour solving time. In the end, we identified
121 interesting problems (91 satisfiable and 30 unsatisfiable).

Figure shows the performance on a cactus plot of CaDiCaL (version 0v8)
on these instances. Due to the initial filtering with Minisat, the required solving
times of the resulting set of problem instances range between few seconds and
one hour with a very balanced distribution. On the figure the color of the
markers indicate whether the answer was SAT (green) or UNSAT (dark red)
and the letter of the marker indicates which graph was the base of the problem.
We can see that the unsatisfiable problems were relatively easier to solve and
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Solving times and answers for all solved instances - CaDiCaL
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Figure 6.7: Required solving times of problem instances generated from duplex en-
coding of the antibandwidth problem (CaDiCaL version 0v8).

the hardest solved instances came from the two larger graphs marked with “T”
and “S”. We submitted these 121 instances together with some further unsolved
problems as a benchmark set to the SAT competition 2020.

113






Chapter 7

Conclusion

In this thesis we presented several SAT-based solution methods for computa-
tional problems that are beyond SAT. Each presented method either extends
and adapts existing SAT solving techniques, or simply exploits the strengths of
these solvers in a combined procedure. This chapter summarizes our findings,
focusing on our main contributions and raising some still unanswered questions.

7.1 Thesis Contributions

The main contributions of this thesis can be organized around the computational
problems that they are concerned with.

e Regarding quantified Boolean formulas, we introduced a new abstract cal-
culus that precisely captures the behaviour of duality-aware search-based
QBEF solvers and allows to reason about these systems. We showed poten-
tial benefits of a symmetric problem formulation where the DNF represen-
tation is complete (e.g. searching for pure literals in cubes). Further, we
shortly presented how to adapt our calculus to reason about search-based
QBF solvers without the duality property. Beyond that, we informally
introduced a new procedure where search-based QBF solving is combined
with theory reasoning. In some preliminary experiments we showed how
this procedure can be employed as an incomplete solution method to prob-
lems with quantified Boolean variables and equalities.

e In the context of maximum satisfiability w.r.t. background theories, we in-
troduced an abstract solver to capture the behaviour of an implicit hitting
set based MaxSMT solver. The IHS approach is one of the most successful
approaches to tackle MaxSAT problems. To the best of our knowledge, our
system is the first attempt to lift this technique to the context of MaxSMT.
The main benefit of our proposed solution method is the clear separation
of theory reasoning, optimization and Boolean reasoning; thereby allowing
to exploit more specialized procedures for each component. As a further
contribution, we provided an abstract formalization for assumption based
SAT solving in our calculus. From the practical perspective, the exper-
iments with our implementation showed the potential of the introduced
flexible framework.
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7 Conclusion

e Incremental SAT solving is essential in many application domains where
these solvers are employed. Inprocessing is another technique that sig-
nificantly contributes to the success of these tools. Though in the past
there were attempts to efficiently combine these techniques, our presented
solution is so-far the most general approach. We introduced a simple, el-
egant abstraction of incremental inprocessing, by altering and extending
existing work on non-incremental inprocessing. While previous work on
incremental inprocessing focused on specific simplification techniques one-
by-one, our framework is based on a general redundancy property that
embraces every currently used inprocessing technique. Although the re-
sulting system introduces some limitations regarding learned clauses, it
still allows most of the practical formula simplifications to be combined
with incremental solving. Another important innovation of our technique
is that it completely automates inprocessing of incremental problems. Our
method eliminates the error-prone burden for the user to identify parts of
the problems that might change in later iterations. Further, our proposed
algorithm is very simple to implement in any inprocessing SAT solver,
thus it can be employed easily in other systems. All in all, we believe that
our introduced solution method significantly contributed to the state-of-
the-art in incremental SAT solving.

e In our last work we proposed a combined solution procedure for the an-
tibandwidth optimization problem. Exploiting SAT solvers in solving
problems that are usually tackled with constraint or integer programming
approaches is a very interesting research direction that potentially leads
to efficient hybrid solution methods in the long run. Our main contri-
bution in that work was a BDD-based encoding of at-most-one sequence
constraints. Sequence constraints are common building blocks of problems
in constraint programming. One novelty of our proposed encoding is that
we construct multiple BDDs with different variable orderings for each de-
composed constraint. While any previous off-the-shelf SAT encoding of
these constraints is at least quadratic, our proposed solution leads to an
efficient structure sharing and thereby provides a problem representation
with linear size w.r.t. the number of variables. Our experiments on the
antibandwidth problem showed the benefits of this compact encoding.

7.2 Author Contributions

All the papers presented in Chapters are results of a collaborative effort.
The works could not have happened by individual attempts and the influence of
co-authors makes it hard to attribute any contributions solely to a single author.
Nevertheless, here we try to isolate contributions made solely by the author of
this thesis, as it is required. Note however that most of these contributions were
discussed and refined in collaboration, thus in all cases the final results are the
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7.2 Author Contributions

improved outcomes of a joint work.

Chapter [2| [96] Combining theory reasoning with QBF solving in order to
address synthesis problems was proposed by the present author. The main
motivation for the paper presented in Chapter [2] was to provide a first step
towards a formalization where this is possible. The present author constructed
the very first (not yet correct) draft of the proposed calculus and worked out
examples to demonstrate possible derivations.

Chapter 3| [93] Solving MaxSAT with the IHS approach was introduced in
a previous work [79] co-authored by Fahiem Bacchus. The incentive to involve
theory reasoning in IHS based MaxSAT solving to address MaxSMT was given
by the present author. Further, the present author implemented two different
instantiations of the introduced abstract MaxSMT solver, provided the opera-
tional description of possible instantiations in the paper, generated the scalable
problem benchmarks and conducted the experiments.

Chapter [94] This work closes an important gap in the theory of pre-
viously introduced work [138] co-authored by Armin Biere, by adapting and
extending the inprocessing framework such that it is now applicable to incre-
mental problems. The present author constructed the main proofs regarding
the correctness of the introduced incremental calculus, described the inference
rules, constructed the examples used in the paper, and proposed the algorithm
for the implementation.

Chapter|5/[97] This work exploits and adapts the iterative MIP formalization
of the antibandwidth problem that was introduced by Markus Sinnl in [220]. The
present author proposed to consider each constraint twice, once in a right and
once in a left associative way. Further, the present author implemented and
provided the description of the encoding in the paper, analysed the size and arc
consistency of the new representation, developed the encoding tool to solve the
antibandwidth problem and conducted the experiments.

Chapter[6] The extensions and experiments presented in Chapter [6| were writ-
ten and conducted by the present author based on previously found or discussed
joint results. The algorithm of QBeq was proposed by the present author, while
it was implemented in a collaboration with Florian Lonsing.

A further paper where the present author was a collaborating co-author is [95].
In that paper we showed how Skolem-function reconstruction from partial cer-
tificates of preprocessed QBFs can be achieved. Though subject-wise this work
is related to our discussions here, the present author was not a main contributor,
thus it is not included in that thesis.
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7 Conclusion

7.3 Future Work

Most of the computational problems discussed in this thesis are studied since
several years and will most likely remain studied for a while still. There are
some natural continuations of our presented work that we describe here shortly.

For instance, combining theory reasoning with QBF evaluation is yet com-
pletely in its infancy. Several open questions were raised in Section [6.1.9] that
must be answered in order to see whether it is an interesting decision procedure.

Regarding the combination of theory reasoning with maximum satisfiability,
a formal framework to describe core-guided and iterative solution approaches is
still missing. The goal would be to gain a calculus where all different approaches
are captured in a unified way. Such a system could help to understand the
strengths and limits of the different approaches.

As we saw in Chapter [f] and in Section our proposed solution for incre-
mental inprocessing prohibits some inprocessing techniques that are important
from the practical perspective (e.g. blocked clause addition or symmetry break-
ing). Allowing these techniques could further improve incremental SAT solvers.
Another important question in incremental inprocessing that was not addressed
in our calculus is the role of assumptions. Handling them as root-level decisions
forbids to consider them during inprocessing. Exploiting their presence in a gen-
eral, efficient and sound way would lead to smaller formulas during inprocessing
and thus it is definitely something that is worth further investigation.

Adapting our antibandwidth solution method to the bandwidth problem is rel-
atively straightforward, but remains future work. Our proposed BDD-based en-
coding at several points exploits the fact that we consider only at-most-one con-
straints. It would be interesting to see whether our encoding could be adapted
to gain a compact representation of at-most-k sequence constraints. Another
potential direction of further research concerns combining multiple variable or-
ders in decision diagrams. Decision diagrams are frequently used in symbolic
optimization. In most cases the diagrams are either relaxed, so that they can
provide bounds, or restricted so that they can provide a heuristic. In our work
we saw that constructing several BDDs simultaneously over the same problem
with different variable orderings led to a compact problem representation. The
question is whether there is a potential benefit of that idea in the context of the
decision diagrams in symbolic optimization.

There are many practical and theoretically challenging computational prob-
lems that are related to SAT, either by extending or by exploiting it. In this
thesis we had a glance only on a very few of them, while many more remain
intriguing subjects of future research.
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