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Preface

After a break of more than one decade, the International Workshop on Quantified Boolean Formulas 2013 (QBF 2013), collocated with the 16th International Conference on Theory and Applications of Satisfiability Testing (SAT 2013), is the first event dedicated to research on quantified Boolean formulas (QBF).

Recently, there has been a lot of progress in QBF research on a variety of topics ranging from solving, to preprocessing, to certifications, and to encodings. All of these results were presented at many different scientific events. The purpose of the QBF workshop is to provide a dedicated forum for QBF researchers and users to meet, share ideas, and discuss the status quo. Almost 40 registered participants clearly state the general interest in an event like the QBF Workshop 2013.

During the workshop seven presentations will be given based on the peer-reviewed extended abstracts collected in this informal report, which is available from the workshop’s website:

http://fmv.jku.at/qbf2013/

Due to the informal nature of the QBF Workshop, the authors of accepted papers are free to submit their work to other scientific events or journals without any restrictions.

The topics of the contributions are manifold, ranging from theoretical results to practical encodings. At this point we would like to highlight that all contributions contain novel content, to a certain extent, which has not been presented in this form before. Moreover, certain contributions share insights which are entirely new and have never been published before. This is particularly remarkable because in the call for contributions we put emphasis on works which trigger interesting discussions during the workshop. Novelty was not a strict requirement. Therefore, we would like to thank the contributors for their papers as well as the program committee members and reviewers for their support and their high quality feedback.
As preparation for the QBF Workshop, we organized the QBF Gallery 2013 which is a non-competitive evaluation of state-of-the-art tools. Like the QBF Workshop, the QBF Gallery is affiliated to the SAT conference 2013. Details are available at the event’s website:

http://www.kr.tuwien.ac.at/events/qbfgallery2013/

Results will be presented during the QBF Workshop and at the SAT conference. We hope that with the seven accepted presentations and with the report on the QBF Gallery, the QBF Workshop will offer an interesting meeting for the QBF research community.

Florian Lonsing and Martina Seidl, Wien/Linz, July 2013
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Conformant Planning as a Benchmark for
QBF-Solvers*

Martin Kronegger, Andreas Pfandler, and Reinhard Pichler
Vienna University of Technology, Austria
{kronegger, pfandler, pichler}@dbai.tuwien.ac.at

1 Introduction

Planning has a long history as an important field of artificial intelligence. The
task of domain-independent planning is to find a sequence of actions (called a plan)
to achieve a desired goal, given some initial state.

Concerning the computational complexity, even the most basic case, i.e.,
STRIPS-like planning (also called classical planning), is NP-complete when
restricted to plans with length polynomial in the input. To cope with this high
complexity, powerful heuristics such as Fast Forward [9] and Fast Downward [7]
have been developed. In addition, also exact methods have been proposed. For
instance, a planner called SATPLAN [11] reduces a classical planning problem to
SAT. Another promising SAT-based approach is the planner Mp by Rintanen [18].

In practice one often has to deal with uncertainty, i.e., incomplete knowl-
edge. Thus, it is of high importance to study this form of planning (also called
conformant planning). Here we consider the case of deterministic actions with
incomplete knowledge. Baral et al. [2] have shown that the complexity rises to
$\Sigma_2 P$-completeness for this form of planning. Following the successful history of
SAT in the area of classical planning it is a natural step to encode conformant
planning problems as quantified Boolean formulas (QBFs). Several encodings
have been proposed in the literature, such as the encodings by Rintanen [17].

In this paper we present a framework for transforming conformant planning
instances to QBFs in order to analyze how well QBF-solvers can handle planning
problems. Since the planning instances are given in a non-ground modelling
language several refinements are necessary to obtain QBFs of reasonable size.
A key feature of our approach is that we aim at optimal plans, i.e., plans of
minimum length. The goal of this work is to gather some experience with this
approach and highlight desiderata that could improve the performance and
applicability of QBF-solvers in the area of planning.

Our main contributions are as follows: (1) We have implemented a prototype
of our framework that encodes planning instances given in a fragment of the
widely used planning domain definition language (PDDL) with uncertainty in
the initial state as QBFs. (2) We introduce a new kind of benchmarks that has a
strong focus on uncertainty and hence gives challenging new instances. (3) Based
on these instances we perform a detailed experimental evaluation — comparing
specialized planning tools with the performance of several QBF-solvers when
applied to QBFs generated by our framework.

* This research was supported by the Austrian Science Fund (FWF): P25518-N23.
2 Solver

We consider planning instances given in PDDL restricted to the STRIPS-subset and extended by uncertainty in the initial state. Our framework (depicted in Figure 1) is capable of computing the minimal plan length of planning instances. After parsing the input, the grounding algorithm analyzes the given planning instance and calculates a lower bound \( \ell \) on the plan length. Starting with a plan length of \( \ell \), the grounder then grounds only “important” parts of the instances. The QBF-encoder takes the ground representation as input, transforms it to a quantified Boolean formula (QBF) that is satisfiable if and only if the planning problem has a plan of length \( \ell \). Then, the QBF-encoder invokes an external QBF-solver. In case the generated QBF is satisfiable, our framework extracts the plan (with optimal length) from the assignment of the leftmost \( \exists \)-block. If the QBF is unsatisfiable, \( \ell \) is incremented, additional “important” parts of the problem may need grounding, and the subsequent QBF is passed to the solver.

The grounding step is the bottleneck of the approach, since the planning instances are given in a non-ground modelling language and a naive implementation can cause an exponential blow-up in the number of variables. Clearly, a smaller grounding directly yields smaller QBFs. Therefore, we use information from the specification to guide the grounding process and apply techniques for computing lower bounds to avoid the generation of unnecessary QBFs.

The QBF-encoder essentially employs the \( \exists \forall \exists \)-encoding for conformant planning by Rintanen [17] using explanatory framing axioms. The resulting QBF expresses “there exists a sequence of actions from the initial state to a goal state such that for all unknown variables in the initial state there exist a truth assignment for the remaining variables”. During the generation of the formula, the encoder also applies mild forms of preprocessing such as unit-propagation and (in some cases) labeling of sub-formulas. By using these simple enhancements and the refinements for grounding, we are able to drastically reduce the size of the generated QBFs by a factor of approximately 17 in the new type of benchmark which we introduce in Section 3.

3 Evaluation

We have evaluated a prototype of our framework. Below, we show how the runtime behavior depends on the used QBF-solver and compare it with other planning tools (T0 [14,20], ConformantFF [8,4]). To allow for a better comparison, we have created a new type of benchmark that focuses on uncertainty in the initial state. Due to space limitations, we only report on this new benchmark type.

![Fig. 1. Architecture of our solver.](image-url)
The new benchmark we introduce is called “Dungeon”. In this setting a player wants to defeat monsters living in a dungeon. Each monster requires different items to be defeated. In the beginning, the player picks at most one item from each pool of items. In addition, the player can exchange several items for one more powerful item if he holds all necessary “ingredients”. Eventually, the player enters the dungeon. When entering the dungeon, the player is forced to pick additional items. The dilemma is that the player does not know which items he will get, i.e., the additional items are unknown. The goal is to pick items such that irrespective of the additional items he defeats at least one monster.

We have run our tests on a server with two Intel Xeon E5345 processors, 48GB RAM, and openSUSE 11.4. We ran the single threaded solvers with a 15 minutes timeout and a memory limit of 16GB. The upper bound for the plan length of our solver was set to 200. We used AQME [15, 1], DepQBF [12, 5], QuBE[6, 16] and sKizzo [3, 19] in conjunction with our solver. For a better comparison we also evaluated ConformantFF and T0 on the same instances. If a QBF-solver supported the generation of certificates or returning an assignment of the leftmost $\exists$-block (currently, from the considered solvers only sKizzo and DepQBF), we enabled this option and included the additional amount of time needed in the runtime measurement.

Our results indicate that randomly generated “Dungeon” instances are hard for both, specialized planning tools and QBF-solvers. Considering only the number of solved instances, T0 is the winner with 102 out of 144 solved instances. The other solvers were able to solve the following amount of instances: 96 (AQME), 81 (QuBE), 80 (DepQBF), 76 (sKizzo), 64 (ConformantFF). It turned out that the strength of our framework (with different QBF-solvers) is that it sometimes finds considerably shorter plans than heuristics do. Compared to T0 our solver found a shorter plan in 33 instances and compared to ConformantFF in 15 instances.

In Figure 2 we depict the minimum plan lengths obtained for an instance by a QBF-solver/planning tool. Table 1 shows the performance of the different solvers on selected interesting cases of the “Dungeon”-instances using the abbreviation “unsol” for “unsolvable”, “to” for “timeout” and “ex250” for “exit code 250”.

Due to space limitations, we mention only a few observations made in our evaluation. In the benchmark results we see that AQME explicitly shows that there is no plan of length at most 200, while other solvers run into a timeout. Unfortunately, AQME does not return certificates nor assignments, which makes it inapplicable in practice, as no plans can be extracted. Clearly, building a portfolio solver that returns certificates is a special challenge, since all solvers in the portfolio should handle certificates in a uniform way. Interestingly, AQME performs quite well compared to current state-of-the-art tools. Furthermore, it seems that a large number of monsters influences the performance of the planning tools much more than the QBF-based approach. In contrast, a large number of unknowns seems to be more critical for the QBF-approach. Finally, consider an instance that has an optimal solution with plan length $\ell$. It is interesting to see that the runtime of the QBF-solvers increases quite dramatically with the plan length, but drops on satisfiable formulas with plan length $\ell$. Due to the incremental generation of QBFs for each plan length an incremental QBF-solver (see, e.g., [13]) could give a notable performance boost.
Fig. 2. An overview of all solutions found by the considered solvers.

Table 1. Detailed results for some interesting instances showing the instance number (#), the number of items (#i), monsters (#m), unknown variables (#u), clauses (cl), variables (vars), the time in seconds (t) and the plan length (pl).

4 Conclusion

In this work we have presented a framework for transforming planning instances with uncertainty in the initial state to QBFs. Big collections of conformant planning instances that fit the input language of our framework (i.e., including the plethora of instances provided by the International Planning Competition [10]), thus become accessible as interesting, hard benchmarks for QBF-solvers. Our experiments have revealed that on some instances the QBF-approach outperforms conventional planning tools. Still, we see several interesting points to be addressed by the QBF-community in order to make the QBF-based approach yet more efficient and beneficial. Returning assignments is necessary to be able to extract the actual plan. Obtaining full certificates is desirable as it also allows to verify the solution. Furthermore, as for each plan length a new QBF has to be generated, incremental QBF-solvers could give especially in this setting a drastic boost in performance. Since the QBF-solvers need most time on QBF-instances for plan lengths that are close to a solution, also QBF-solvers biased towards unsatisfiability could be a promising approach. Clearly any progress made in the world of QBF-solvers will directly carry over to our approach for planning.

We see further experiments as well as creating solver-specific QBF transformations as the most important tasks. Also developing additional hard benchmark-types and improving the dynamic grounder remains future work.
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1 Introduction

Much effort has been devoted in the past decade to the development of decision procedures for quantified Boolean formulas (QBFs) in order to improve their performance. Besides solving the decision problem of whether a closed QBF is true and returning yes or no, modern QBF solvers can produce clause or cube proofs to certify their answer. These proofs can be used to derive solutions to problems formulated as QBFs. For instance, if the QBF describes a synthesis problem, the solution to this problem can be generated from the proof. Examples for representations of such solutions are control circuits (manifested in Herbrand or Skolem functions) or control strategies. We review two approaches for solution generation below. We focus on false QBFs and clause Q-refutations. For true QBFs, both approaches work in a symmetric fashion.

Balabanov and Jiang [1] propose to extract a Herbrand function for each universal (∀) variable from a Q-refutation of a false QBF. These functions are constructed in such a way that replacing each ∀ variable by its Herbrand function in the matrix and removing the prefix yields an unsatisfiable Boolean formula. Unsatisfiability can be checked by a common SAT solver if required. Their algorithm traverses the refutation and constructs a formula for each ∀ variable from the nodes of the refutation where the variable is reduced by universal reduction. The run-time of their extraction algorithm is polynomial in the size of the refutation.

Goultiaeva et al. [3] employ a game-theoretic view to QBFs. They present an algorithm which executes a winning strategy for the universal player from the refutation. The existential (∃) player chooses a move, i.e., an assignment of truth values to all ∃ variables in the outermost quantifier block. The algorithm modifies the Q-refutation according to this move and removes the current quantifier block from the prefix. From the resulting refutation, the ∀ player computes her move, i.e., an assignment of truth values to all ∀ variables in the outermost quantifier block which is now universal. Modifications take place as above and the ∃ player continues. The run-time of this algorithm is also polynomial in the size of the refutation.

For both methods, their runtime is directly related to the refutation size. It is therefore desirable to have short refutations. Since there are families of QBFs (like the one from Kleine Büning et al. [4] discussed below), for which any Q-refutation is exponential,
the use of more powerful calculi to allow more succinct refutations is essential for fast extraction of Herbrand functions or strategies.

A way to strengthen the Q-resolution calculus is to add the additional inference rules presented in [1]. The resulting calculus is called long-distance resolution (LDQ-resolution) [9]. Its inference rules are reproduced in Appendix A as rules \( r_1 \) to \( r_4 \) and \( u_1 \). LDQ-resolution allows to resolve two clauses upon an \( \exists \) pivot \( p \) resulting in a resolvent with complementary pairs of \( \forall \) literals provided each pair’s variable has a higher quantifier level than \( p \). The derived clause is thus tautological.

This paper is intended to advertise the use of LDQ-resolution. First, LDQ-resolution may greatly simplify the clause learning component [2,6] in current QBF solvers. In this component, additional effort (in terms of Q-resolution steps) is required in order to avoid the generation of tautological clauses over \( \forall \) literals. This additional effort often results in an increase of refutation size. Second, we show that LDQ-resolution has the potential to produce shorter refutations. More precisely, we show an exponential speed-up in refutation size compared to Q-resolution using the family \((\varphi_t)_{t \geq 1}\) of false QBFs introduced by Kleine Büning et al. in [4]. Third, we show that the strategy extraction algorithm in [3] can handle LDQ-refutations. Therefore, the performance of this algorithm directly benefits from exponentially shorter LDQ-refutations. Finally, we point out open questions with respect to the certificate extraction procedure in [1].

2 Short proofs for hard formulas

Let \((\varphi_t)_{t \geq 1}\) be a family of QBFs in PCNF. The formula \(\varphi_t\) has prefix
\[
\exists d_0 d_1 e_1 \forall x_1 \exists d_2 e_2 \forall x_2 \exists d_3 e_3 \cdots \forall x_{t-1} \exists d_t e_t \forall x_t \exists f_1 \cdots \forall f_t
\]
and the following clauses in the matrix:

\[
\begin{align*}
K_0 & \quad d_0 \quad d_0 \lor d_1 \\
K_{2j} & \quad d_j \lor x_j \lor \overline{d_{j+1}} \lor x_{j+1} \quad e_{j+1} \lor x_j \lor \overline{d_{j+1}} \lor x_{j+1} \quad j = 1, \ldots, t - 1 \\
K_{2t} & \quad d_t \lor x_t \lor \overline{f_j} \quad e_t \lor x_t \lor \overline{f_j} \quad j = 1, \ldots, t \\
B_{2j-1} & \quad x_j \lor f_j \\
B_{2j} & \quad \overline{x_j} \lor f_j
\end{align*}
\]

Kleine Büning et al. prove in [4, Theorem 3.2] that any Q-refutation for \(\varphi_t\) is exponential in \(t\). Van Gelder [8] shows that there exists a short Q-resolution refutation for formulas of this class if resolution over universal variables is allowed. We show that \(\varphi_t\) has polynomial size LDQ-refutations. They have the form of a directed acyclic graph (DAG). Following the notation in [1], we will use \(x^*\) as a shorthand for \(x \lor \overline{x}\).

1. Derive \(d_t \lor \overline{x_t} \lor \bigvee_{i=1}^{t-1} \overline{f_i}\) from \(B_{2t}\) and \(K_{2t}\). Derive \(e_t \lor x_t \lor \bigvee_{i=1}^{t-1} f_i\) similarly.
2. Use both clauses from Step 1 together with \(K_{2(t-1)}\) and derive the clause \(d_{t-1} \lor \overline{x_{t-1}} \lor \bigvee_{i=1}^{t-2} \overline{f_i} \lor x^*_i\). Observe that the quantification level of \(d_t\) and \(e_t\) is less than the level of \(x_t\). Use \(B_{2(t-1)}\) to get \(d_{t-1} \lor \overline{x_{t-1}} \lor \bigvee_{i=1}^{t-2} \overline{f_i} \lor x^*_i\). Derive the clause \(e_{t-1} \lor x_{t-1} \lor \bigvee_{i=1}^{t-2} f_i \lor x^*_i\) in a similar way.
3. Iterate the procedure to derive \(d_2 \lor \overline{x_2} \lor \bigvee_{i=1}^{t} \overline{f_i} \lor \bigvee_{i=3}^{t} x^*_i\) as well as \(e_2 \lor x_2 \lor \bigvee_{i=1}^{t} f_i \lor \bigvee_{i=3}^{t} x^*_i\).
4. With $K_2$, derive $d_1 \lor \exists t_1 \lor \exists t_2 \exists i \cdot \sigma_1^i$. Use $B_2$ to obtain $d_1 \lor \exists t_1 \lor \exists t_2 \exists i \cdot \sigma_1^i$. Derive $e_1 \lor \exists t_1 \lor \exists t_2 \exists i \cdot \sigma_1^i$ in a similar fashion.

5. Use the two derived clauses together with $K_0$ and $K_1$ to obtain $\exists t_1 = 2 \exists i \cdot \sigma_1^i$, which can be reduced to $\square$.

The number of clauses in this refutation is in $O(t)$.

We have identified formulas which have short LDQ-refutations, but any Q-refutation of the same formula is exponential. Hence the processing of the short refutations by extraction algorithms can be much faster provided the algorithms can handle such a refutation without too much additional complication.

3 Strategy extraction from long-distance resolution

We show that the strategy extraction method from Q-refutations presented by Goultiaeva et al. in [3] can be applied in the same manner to LDQ-refutations.

As sketched in the introduction, the method is described as a game between a $\forall$ player and an $\exists$ player. The game proceeds through the quantifier prefix from the left to the right alternating the two players according to the quantifier blocks. The $\exists$ player arbitrarily chooses an assignment to the variables in the current block. The assignment for the $\forall$ player is then computed according to previous assignments as follows.

First, all leaf nodes of the refutation, the clauses of the input formula, are modified according to the existential assignment as defined below similarly to [3,7].

**Definition 1.** A (partial) assignment to a set $V$ of variables of a QBF in PCNF is a set $\sigma$ of literals of $V$ such that if $l \in \sigma$ then $\overline{l} \notin \sigma$. A clause $K$ under an assignment $\sigma$ is denoted $K_{\lfloor \sigma}$ and defined as follows: $K_{\lfloor \sigma} = \top$ if $K \cap \sigma \neq \emptyset$ and $K_{\lfloor \sigma} = K \setminus \{q \mid q \in K \land \overline{q} \in \sigma\}$ otherwise.

Second, the inner nodes and $\exists$ are derived by applying LDQ-resolution rules or, in cases where the pivot element has been removed by the assignment, by applying additional sound derivation rules (P-rules) presented by Goultiaeva et al. [3] and reproduced in Appendix A. Then the refutation, now containing rules outside the LDQ-resolution calculus, is transformed back into an LDQ-refutation. This transformation results in each $\forall$ variable of the next quantifier block to be reduced at most once. At the $\forall$ player’s turn, the assignment to each of these variables is determined by either choosing the opposite polarity of the variable’s literal removed in the remaining universal reduction or any polarity in case the variable is not reduced at all. It is shown in [3] that for a Q-refutation, after each restriction of either the $\exists$ or the $\forall$ player, $\square$ is derived.

We show that this method also works for LDQ-refutations. First, we show in a fashion similar to [3,7] that in a refutation applying LDQ-rules and P-rules, each node generated from the restricted leaves subsumes the restriction of the node by the partial assignment. The proof of the following lemma can be found in Appendix A.

**Lemma 1.** (cf. Lemma 2.6 in [7]) Given a QBF in PCNF $\psi = \exists V \mathcal{P} \phi$ with $V$ the set of all variables of the outermost quantifier block, $\mathcal{P}$ the prefix of $\psi$ without $\exists V$, and $\phi$ the matrix of $\psi$, let $K, K^l$ and $K^r$ be clauses of $\phi$, and $\sigma$ an assignment to $V$. Then it holds that $\text{res}(K^l, K^r, p) \subseteq \text{res}(K^l, K^r, p)_{\lfloor \sigma}$ and $\text{red}(K_{\lfloor \sigma}, x) \subseteq \text{red}(K, x)_{\lfloor \sigma}$.  
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Using this lemma, we show with an argument similar to Goultiaeva et al. [3], that (1) by applying the restriction rules with respect to an assignment to the variables of an $\exists$ quantifier block to an LDQ-refutation, the resulting proof derives $\Box$, and (2) that further restricting the LDQ-refutation by the computed assignment to the $\forall$ variables of the next turn also derives $\Box$. (More details can be found in Appendix A.)

The key reason why this works for LDQ-refutations in the same fashion as for Q-refutations is the following. In a restricted refutation, the applications of rules deriving tautologies of some $\forall$ variables (LD-steps, $r_2$ to $r_4$ in Appendix A) are always removed by the partial assignment to $\exists$ variables of the previous quantifier blocks. This is the case because an LD-step can result in a tautology $x \lor \top$ of some $\forall$ variable $x$ only if the pivot element $p$ (an $\exists$ variable) has a lower quantifier level than $x$. Thus before the $\forall$ player’s turn, the pivot element of each LD-step that results in tautologies involving $\forall$ variables of the respective quantifier block is contained in the partial assignment. Therefore, either of the parents of the LD-step is set to $\top$, and by applying the corresponding derivation rule, only one polarity of the $\forall$ variable is left in the derived clause.

4 Conclusion and future work

We have shown an exponential speed-up in refutation size if LDQ-resolution instead of Q-resolution is employed to any QBF $\varphi_t$ belonging to the family introduced in [4]. Given the fact that state of the art methods for the extraction of Herbrand functions or strategies require traversing the refutation, it is desirable to retrieve LDQ-refutations instead of Q-refutations from QBF solvers in order to speed up such extraction methods.

We have further shown that strategies can be retrieved from LDQ-refutations by applying the state of the art algorithm described in [3]. This implies an exponential speed-up for the strategy extraction from any QBF in the family $(\varphi_t)_{t\geq 1}$.

It remains an open question how Herbrand functions can be extracted efficiently from LDQ-refutations. It is possible to build Boolean formulas from truth tables generated by the strategy extraction method in [3]. However, since each possible assignment to the existential variables has to be considered, this naive method is exponential in the quantifier prefix.

Further, to the best of our knowledge, a workflow including output and verification of LDQ-resolution proofs is currently not supported by state of the art QBF solvers. (According to Van Gelder [8], QuBE-cert produces tautological clauses, but it is unclear whether the LDQ calculus is used.) In QBF solvers based on clause learning such as DepQBF [5], the generation of tautological clauses is avoided by additional resolution steps which remove existential variables with a higher quantifier level in order to enable a separate universal reduction for each problematic universal variable. By allowing long distance resolution steps, the learning component could be simplified and the obtained refutations could be shorter.

References


A Strategy extraction from LDQ-resolution proofs

We write $e$ for an existential variable, $x$ (with or without subscript) for a universal variable, $x^*$ for $x \lor \exists$, $\text{var}(q')$ for the variable of a literal $q' \in \{q, \bar{q}\}$, $\text{lev}(q')$ for the quantifier level of the variable $\text{var}(q')$ counting from the left to the right of the prefix, $K^l$, $K^r$, and $K$ for leaf clauses or derived clauses, $p$ for the existential pivot variable, and $\Box$ for the empty clause. By QBF we refer to a QBF in PCNF. An LDQ-refutation is an LDQ-resolution derivation of $\Box$.

The following reproduces the rules of the LDQ-resolution calculus (LDQ-rules) presented by Balabanov and Jiang [1] with the differences that universal reduction is not integrated in the resolution rules but represented by a separate rule and that only one universal literal is reduced in one step.

\[
[p] \quad \frac{K^l \lor p \lor K^r \lor \bar{p}}{K^l \lor K^r} \quad (r_1)
\]

\[
[p] \quad \frac{K^l \lor p \lor x \lor K^r \lor \bar{p} \lor \bar{x}}{K^l \lor K^r \lor x^*} \quad \text{lev}(p) < \text{lev}(x) \quad (r_2)
\]

\[
[p] \quad \frac{K^l \lor p \lor x \lor K^r \lor \bar{p} \lor x^*}{K^l \lor K^r \lor x^*} \quad \text{lev}(p) < \text{lev}(x) \quad (r_3)
\]

\[
[p] \quad \frac{K^l \lor p \lor x^* \lor K^r \lor \bar{p} \lor x^*}{K^l \lor K^r \lor x^*} \quad \text{lev}(p) < \text{lev}(x) \quad (r_4)
\]

\[
[x] \quad \frac{K \lor x'}{K} \quad \text{for } x' \in \{x, \bar{x}, x^*\} \text{ and for all } e \in K \text{ it holds that } \text{lev}(e) < \text{lev}(x') \quad (u_1)
\]

As in [1], we extend universal reduction to delete also $x^*$ and call $x^*$ the merged variable in $r_2, r_3, r_4$, because $x, \bar{x}$ occur in both parent clauses, but they are merged into one occurrence of $x^*$ in the resolvent. We require the restriction on the quantifier level in these rules to also apply to other merged variables in $K^l$ and $K^r$. In $r_1$, $K^l$ and $K^r$ may contain $x, \bar{x}$ or $x^*$ but no merging is allowed.

We define a (partial) assignment and a clause under a (partial) assignment similarly to [3,7]:

**Definition 1.** A (partial) assignment to a set $V$ of variables of a QBF in PCNF is a set $\sigma$ of literals of $V$ such that if $l \in \sigma$ then $\bar{l} \not\in \sigma$. A clause $K$ under an assignment $\sigma$ is denoted $K_{\sigma}$ and defined as follows: $K_{\sigma} = \top$ if $K \cap \sigma \neq \emptyset$ and $K_{\sigma} = K \setminus \{q \mid q \in K \land \bar{q} \in \sigma\}$ otherwise.

The algorithms **play** and **restrict** describe the algorithm presented by Gouliaeva et al. [3]. **play** implements the alternating turns of the universal ($\forall$) and the existential ($\exists$) player moving from the left to the right in the quantifier prefix. Each player chooses an assignment to the variables in the current quantifier block. The proof is modified after each assignment and results in an LDQ-refutation of the QBF under
the partial assignment. The ∃ player chooses an arbitrary assignment and the ∀ player chooses an assignment that depends on the current modified proof.

The modification of the LDQ-resolution consists of two steps represented by the procedures restrict and transform. First, restrict restricts the proof according to the chosen assignment. It modifies the leaves of the proof by applying the assignment according to Definition 1 and then modifies the successor nodes by either applying one of the LDQ-resolution rules described above or, if the pivot variable has been removed from at least one of the parents, by applying one of the additional rules presented in [3,7]. The additional rules (P-rules) are reproduced in the following (symmetric rules are omitted):

\[
[p] \frac{K^l \lor p}{\top} \quad (r_5)
\]

\[
[p] \frac{K^l \lor p}{K^r} \quad p \not\in K^r \quad (r_6)
\]

\[
[p] \frac{K^l \lor p}{\text{narrower}(K^l, K^r)} \quad p, p \not\in K^l \text{and } p, p \not\in K^r
\]

\[
[x] \frac{K}{K} \quad x \not\in K \quad (u_2)
\]

\[
[x] \frac{\top}{\top} \quad (u_3)
\]

where narrower\((K^l, K^r)\) returns the clause containing less literals. If \(K^l\) and \(K^r\) contain the same number of literals, \(K^l\) is returned. Observe that \(\Box\) is the narrowest clause and \(\top\) contains all literals.

Note that, even though each P-rule represents a sound derivation step, applying P-rules results in a proof outside the LDQ-calculus. Starting at the leaves of the proof, the function transform\((\Pi^p)\), where \(\Pi^p\) is a proof containing clauses derived using LDQ-rules and P-rules, removes parts of the proof that have become redundant due to the application of P-rules. Thereby also all applications of P-rules are removed. More specifically, for node \(K = \top\) derived by rule \(r_5\), its parent \(K^l \lor p\) is removed with all its ancestors, and \(K\) is merged with its other parent \(\top\). A similar procedure is applied to nodes derived by rules \(r_6\) and \(r_7\). Each node derived by rules \(u_1\) to \(u_3\) is merged with its parent. When \(\Box\) is derived, the procedure stops and all nodes that are not ancestors of \(\Box\) are removed. \(\top\)-clauses are eliminated by eventually applying rule \(r_6\) or by removing nodes when \(\Box\) is found. The resulting refutation is an LDQ-refutation.

After restricting the LDQ-refutation by a computed assignment \(\sigma_\forall\) to ∀ variables, only one redundant clause, namely \(\Box\), has to be removed because after the previous restriction by \(\sigma_\exists\) and the following repair, the refutation contains at most one universal reduction for any universal variable \(x\) of the current quantifier block. This is the case because the condition for \(x\) to be reduced from any clause \(K\) is that \(K\) does not contain any ∃ variables with a quantifier level higher than \(x\). Any ∃ variable in \(K\) is therefore in \(\sigma_\exists\), and after restricting the refutation, \(K\) is either (1) set to \(\top\) or (2) all ∃ variables are removed. The topologically first clause (furthest to \(\Box\)) where (2) happens derives \(\Box\) after reducing each of its ∀ variables. An assignment \(\sigma_\forall\) to a ∀ variable \(x\) as computed in Line 8 of Algorithm 1 chooses the opposite polarity of \(x\) when it is reduced in node \(K\). This way, according to Definition 1, \(K\) becomes \(\Box\) and only the \(\Box\) derived from \(K\) has to be removed.
In the following we present a proof that restrict, when called in Line 4 or Line 9 of play, returns a derivation of \( \Box \) using LDQ-rules and P-rules. Proposition 1 shows that this holds for an arbitrary assignment to all \( \exists \) variables in the outermost quantifier block, and Proposition 2 shows the same for the computed assignment to \( \forall \) variables.

We write \( \text{res}(K^l, K^r, p) \) for a resolution step over pivot element \( p \) according to rules \( r_1 \) to \( r_7 \), and \( \text{red}(K, x) \) for a reduction step reducing variable \( x \) according to rules \( u_1 \) to \( u_3 \).

We start by showing that any node generated by applying an LDQ-rule or a P-rule from the restricted leaves subsumes the restriction of the node by the partial assignment.

**Lemma 1.** (cf. Lemma 2.6 in [7]) Given a QBF in PCNF \( \psi = \exists V \forall \phi \) with \( V \) the set of all variables of the outermost quantifier block, \( \forall \) the prefix of \( \psi \) without \( \exists \), and \( \phi \) the matrix of \( \psi \), let \( K, K^l \) and \( K^r \) be clauses of \( \phi \), and \( \sigma \) an assignment to \( V \). Then it holds that \( \text{res}(K^l_{|_{\sigma}}, K^r_{|_{\sigma}}, p) \subseteq \text{res}(K^l, K^r, p)_{|_{\sigma}} \) and \( \text{red}(K_{|_{\sigma}}, x) \subseteq \text{red}(K, x)_{|_{\sigma}} \).

**Proof.** We distinguish between each case of \( K \) containing or not containing literals of \( \sigma \).

\( C_0(\sigma, K) \): \( \exists q \in \sigma \) such that \( q \in K \land \overline{q} \in K \). This case never happens because no tautologies over \( \exists \) variables are allowed.

\( C_1(\sigma, K) \): \( \forall q \in \sigma \) it holds that \( q \notin K \) and \( \overline{q} \notin K \). Then \( K_{|_{\sigma}} = K \).

\( C_2(\sigma, K) \): \( \exists q \in \sigma \) such that \( q \in K \). Then \( K_{|_{\sigma}} = \top \).

\( C_3(\sigma, K) \): \( \forall q \in \sigma \) it holds that \( q \notin K \) and \( \exists q \in \sigma \) such that \( \overline{q} \in K \). Then \( K_{|_{\sigma}} = K \setminus \{q \mid q \in \sigma\} \).

For resolution steps, either of the following cases applies (symmetric cases are omitted):

1. \( C_1(\sigma, K^l) \) and \( C_1(\sigma, K^r) \): \( K^l_{|_{\sigma}} = K^l, K^r_{|_{\sigma}} = K^r, \) and \( \text{res}(K^l, K^r, p)_{|_{\sigma}} = \text{res}(K^l_{|_{\sigma}}, K^r_{|_{\sigma}}, p) = \text{res}(K^l, K^r, p) \). Therefore the subset relation holds.

2. \( C_2(\sigma, K^l) \) and \( C_1(\sigma, K^r) \): \( K^l_{|_{\sigma}} = \top, K^r_{|_{\sigma}} = K^r, \) and \( \text{res}(K^l, K^r, p)_{|_{\sigma}} = \top. \) By applying rule \( r_5 \), we obtain \( \text{res}(K^l_{|_{\sigma}}, K^r_{|_{\sigma}}, p) = \top. \) Therefore the subset relation holds.

3. \( C_3(\sigma, K^l) \) and \( C_1(\sigma, K^r) \): Since \( C_1(\sigma, K^r) \), \( \forall q \in \sigma \) it holds that \( p \neq q \) and \( p \neq \overline{q} \). Then \( K^l_{|_{\sigma}} = K^l \setminus \{q \mid q \in \sigma\} \), \( K^r_{|_{\sigma}} = K^r, \) and \( \text{res}(K^l, K^r, p)_{|_{\sigma}} = K^l \cup K^r \setminus \{q \mid q \in \sigma\} \). By applying rule \( r_1, r_2, r_3, \) or \( r_4 \), we obtain \( \text{res}(K^l_{|_{\sigma}}, K^r_{|_{\sigma}}, p) = K^l \cup K^r \setminus \{q \mid q \in \sigma\} \). Therefore the subset relation holds.

4. \( C_2(\sigma, K^l) \) and \( C_2(\sigma, K^r) \): \( K^l_{|_{\sigma}} = \top, K^r_{|_{\sigma}} = \top, \) and \( \text{res}(K^l, K^r, p)_{|_{\sigma}} = \top. \) By applying rule \( r_5 \), we obtain \( \text{res}(K^l_{|_{\sigma}}, K^r_{|_{\sigma}}, p) = \top. \) Therefore the subset relation holds.

5. \( C_3(\sigma, K^l) \) and \( C_3(\sigma, K^r) \): Then \( K^l_{|_{\sigma}} = \top, \) and \( K^r_{|_{\sigma}} = K^r \setminus \{q \mid q \in \sigma\} \). We have to distinguish two cases:

(a) \( \exists q \in \sigma \) such that \( \text{var}(q) = p \). Then \( \text{res}(K^l, K^r, p)_{|_{\sigma}} = (K^l \cup K^r) \setminus \{q \mid q \in \sigma\} \). By applying rule \( r_6 \), we obtain \( \text{res}(K^l_{|_{\sigma}}, K^r_{|_{\sigma}}, p) = K^r \setminus \{q \mid q \in \sigma\} \). Therefore the subset relation holds.

(b) Otherwise (\( \sigma \) does not contain the pivot \( p \)). Then \( \text{res}(K^l, K^r, p)_{|_{\sigma}} = \top. \) By applying rule \( r_6 \), we obtain \( \text{res}(K^l_{|_{\sigma}}, K^r_{|_{\sigma}}, p) = \top. \) Therefore the subset relation holds.

6. \( C_3(\sigma, K^l) \) and \( C_3(\sigma, K^r) \): \( K^l_{|_{\sigma}} = K^l \setminus \{q \mid q \in \sigma\}, K^r_{|_{\sigma}} = K^r \setminus \{q \mid q \in \sigma\} \), and \( \text{res}(K^l, K^r, p)_{|_{\sigma}} = K^l \cup K^r \setminus \{q \mid q \in \sigma\} \). By applying rule \( r_1, r_2, r_3, \) or \( r_4 \), we obtain \( \text{res}(K^l_{|_{\sigma}}, K^r_{|_{\sigma}}, p) = K^l \cup K^r \setminus \{q \mid q \in \sigma\} \). Therefore the subset relation holds.
For reduction steps, either of the following cases applies:

(7) \( C_1(\sigma, K) \): \( K_{|\sigma} = K \) and \( \text{red}(K, x)_{|\sigma} = \text{red}(K, x) \). Therefore the subset relation holds.

(8) \( C_2(\sigma, K) \): \( K_{|\sigma} = \top \) and \( \text{red}(K, x)_{|\sigma} = \top \). By applying rule \( u_3 \) we obtain \( \text{red}(K_{|\sigma}, x) = \top \). Therefore the subset relation holds.

(9) \( C_3(\sigma, K) \): \( K_{|\sigma} = K \setminus \{ q \mid q \in \sigma \} \) and \( \text{red}(K, x)_{|\sigma} = (K \setminus \{ x \}) \setminus \{ \overline{q} \mid q \in \sigma \} \). By applying rule \( u_1 \), we obtain \( \text{red}(K_{|\sigma}, x) = (K \setminus \{ x \}) \setminus \{ \overline{q} \mid q \in \sigma \} \). Therefore the subset relation holds.

With respect to the application of rules \( r_2 \) to \( r_4 \) (LD-steps), we observe the following from the \( \text{play} \) algorithm and cases (1) to (6) in the above lemma: \( \text{play} \) iterates over the quantifier prefix from the left to the right. The condition for a clause to be derived by an LD-step is that the quantifier level of the pivot variable \( p \) is lower than the level of the merging variable \( x^* \). If the algorithm is executing the existential quantifier level \( \ell \), any of the cases (1) to (6) except (5a), i.e. all cases where the pivot remains unassigned, can only happen on an LD-step if \( \text{lev}(x^*) - \ell > 1 \). That is, \( \text{var}(x) \) is not in the next quantifier block. Otherwise (if \( x^* \) is on the next quantifier level) \( p \) must be assigned in the current turn and case (5a) applies. Case (5a), where \( p \) is assigned, can happen on any LD-step. In this case, the LD-step is modified by rule \( r_6 \), which removes the merged variable. It is thus always the case that after restricting the refutation according to an existential quantifier block on the \( \ell \)-th level, the refutation does not contain any LD-step generating a variable \( x^* \) with \( \text{lev}(x^*) = \ell + 1 \). Therefore, in the following \( \forall \) player’s turn, none of the respective \( \forall \) variables occurs as tautology.

**Lemma 2.** Given a QBF in PCNF \( \psi = \exists V \mathcal{P} \phi \) with \( V \) the set of all variables of the outermost quantifier block, \( \mathcal{P} \) the prefix of \( \psi \) without \( \exists V \), and \( \phi \) the matrix of \( \psi \), an LDQ-resolution \( \Pi \) deriving a clause \( K \) from \( \psi \), and an assignment \( \sigma_3 \) to \( V \), it holds that \( \Pi' = \text{restrict}(\Pi, \sigma_3) \) derives a clause \( K' \) from \( \mathcal{P} \phi_{|\sigma_3} \) such that \( K' \subseteq K_{|\sigma_3} \).

**Proof.** By induction on the structure of \( \Pi \) using Lemma 1. \( \square \)

**Proposition 1.** Given a QBF in PCNF \( \psi = \exists V \mathcal{P} \phi \) with \( V \) the set of all variables of the outermost quantifier block, \( \mathcal{P} \) the prefix of \( \psi \) without \( \exists V \), and \( \phi \) the matrix of \( \psi \), an LDQ-resolution \( \Pi \) deriving \( \Box \) from \( \psi \), and an assignment \( \sigma_3 \) to \( V \), it holds that \( \Pi' = \text{restrict}(\Pi, \sigma_3) \) derives \( \Box \) from \( \mathcal{P} \phi_{|\sigma_3} \).

**Proof.** By Lemma 2, for any clause \( K \) derived in \( \Pi \) it holds that \( \Pi' \) derives a clause \( K' \) such that \( K' \subseteq K_{|\sigma_3} \). Therefore, if \( K = \Box \), then \( \Pi' \) must derive a clause \( K' = \Box \). \( \square \)

**Proposition 2.** Given a QBF in PCNF \( \psi = \forall V \mathcal{P} \phi \) with \( V \) the set of all variables of the outermost quantifier block, \( \mathcal{P} \) the prefix of \( \psi \) without \( \forall V \), and \( \phi \) the matrix of \( \psi \), an LDQ-resolution \( \Pi \) deriving \( \Box \) from \( \psi \), and an assignment \( \sigma_3 \) to \( V \) as computed in Line 8 of Algorithm 1, \( \Pi' = \text{restrict}(\Pi, \sigma_3) \) derives \( \Box \) from \( \mathcal{P} \phi_{|\sigma_3} \).

**Proof.** For any \( q \in \sigma_3 \) it holds that \( q \) is either not reduced at all, or reduced exactly once in \( \Pi \). If \( q \) is not reduced at all, then it is not involved in \( \Pi \) and therefore its assignment does not alter the proof. Let \( R \subseteq \sigma_3 \) be the set of dual literals that are reduced exactly once in the proof. Then there is a set \( \mathcal{K} \) with \( |\mathcal{K}| = |R| \) of nodes such that the nodes
in $K$ are directly following one another, each reducing exactly one literal $r$ in $R$. The last reduced node of $K$ results in $\square$. This is the case because all literals of $R$ are in the outermost quantifier block. $\text{restrict} \ (\Pi, \sigma_\forall)$ then applies rule $u_2$ to each clause $K$, setting each $K$ in $K$ to $\square$.

\[\square\]

Algorithm 1: play

<table>
<thead>
<tr>
<th>Input</th>
<th>QBF $P_\psi$, LDQ-refutation $\Pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>foreach</td>
<td>Quantifier block $Q$ in $P$ from left to right do</td>
</tr>
<tr>
<td>if $Q$ is existential then</td>
<td></td>
</tr>
<tr>
<td>$\sigma_\exists \gets$ any assignment to variables in $Q$</td>
<td></td>
</tr>
<tr>
<td>$\Pi^p \gets \text{restrict} \ (\Pi, \sigma_\exists)$</td>
<td>($\Pi^p$ is not an LDQ-resolution)</td>
</tr>
<tr>
<td>$\Pi \gets \text{transform} \ (\Pi^p)$</td>
<td>($\Pi$ is an LDQ-resolution)</td>
</tr>
<tr>
<td>else $Q$ is universal</td>
<td></td>
</tr>
<tr>
<td>$K \gets$ topologically first node with no existential literals</td>
<td></td>
</tr>
<tr>
<td>$\sigma_\forall \gets {x</td>
<td>x \in K \land \text{var}(x) \in Q} \cup {x</td>
</tr>
<tr>
<td>$\Pi^p \gets \text{restrict} \ (\Pi, \sigma_\forall)$</td>
<td></td>
</tr>
<tr>
<td>$\Pi \gets \text{transform} \ (\Pi^p)$</td>
<td></td>
</tr>
</tbody>
</table>
Algorithm 2: restrict

**Input**: LDQ-refutation $\Pi$, assignment $\sigma$ for variables in outermost block

**Output**: Restricted refutation containing LD-rules and P-rules

1. **foreach** leaf node $K$ in $\Pi$ **do**
   2. $K \leftarrow K_{\sigma}$;

3. **foreach** inner node $K$ topologically in $\Pi$ **do**
   4. **if** $K$ is a resolution node **then**
      5. $K^l, K^r \leftarrow$ parents of $K$
      6. $p \leftarrow$ pivot of $K$
      7. $K \leftarrow$ res($K^l, K^r, p$)
   **else** $K$ is a reduction node
   8. $K_c \leftarrow$ parent of $K$
   9. $x \leftarrow$ variable reduced from $K_c$
   10. $K \leftarrow$ red($K_c, p$)

11. **return** $\Pi$
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1 Introduction

In our recent work [9], we formalized a proof system ∀Exp+Res underlying expansion–based QBF solvers, namely sKizzo [1], RAReQS [8], and to some extend Quantor [2].

In the same work, we conjectured that ∀Exp+Res and Q-resolution [4] cannot p-simulate one another. In this work we confirm one half of this conjecture, i.e. that ∀Exp+Res cannot p-simulate Q-resolution. This observation furthers our understanding of the differences between the different underlying methods for solving QBFs as well as the differences between the underlying proof systems.

2 Preliminaries

A literal is a Boolean variable or its negation. For a literal \( l \), we write \( \overline{l} \) to denote the literal complementary to \( l \), i.e. \( \overline{x} = \neg x, \overline{\neg x} = x \). A clause is a disjunction of finitely many literals. A formula in conjunctive normal form (CNF) is a conjunction of finitely many clauses. As usual, whenever convenient, a clause is treated as a set of literals and a CNF formula as a set of sets of literals.

For a literal \( l = x \) or \( l = \overline{x} \), we write \( \text{var}(l) \) for \( x \). Analogously, for a clause \( C \), \( \text{var}(C) \) denotes \( \{ \text{var}(l) \mid l \in C \} \) and for a CNF \( \psi \), \( \text{var}(\psi) \) denotes \( \{ l \mid l \in \text{var}(C), C \in \psi \} \).

Substitutions are denoted as \( x_1/\psi_1, \ldots, x_n/\psi_n \), with \( x_i \neq x_j \) for \( i \neq j \). The set of variables \( x_1, \ldots, x_n \) is called the domain of the substitution. An application of a substitution is denoted as \( \phi[x_1/\psi_1, \ldots, x_n/\psi_n] \) meaning that variables \( x_i \) are simultaneously substituted with corresponding formulas \( \psi_i \) in \( \phi \). A substitution is called an assignment iff each \( \psi_i \) is one of the constants \( 0, 1 \). An assignment is called total, or complete, for a set of variables \( X \) if each \( x \in X \) is in the domain of the assignment. For substitutions \( \tau_1 = x_1/\psi_1, \ldots, x_n/\psi_n \) and \( \tau_2 = y_1/\xi_1, \ldots, y_m/\zeta_m \) with distinct domains we write \( \tau_1 \cup \tau_2 \) for the substitution \( x_1/\psi_1, \ldots, x_n/\psi_n, y_1/\xi_1, \ldots, y_m/\zeta_m \).

Quantified Boolean Formulas (QBFs) [3] are an extension of propositional logic with quantifiers with the standard semantics that \( \forall x. \psi \) is satisfied by the same truth assignments as \( \psi[x/0] \land \psi[x/1] \) and \( \exists x. \psi \) as \( \psi[x/0] \lor \psi[x/1] \). Unless specified otherwise, QBFs are in closed prenex form with a CNF matrix, i.e. \( Q_1 X_1 \ldots Q_k X_k. \phi \), where \( X_i \) are pairwise disjoint sets of variables; \( Q_i \in \{ \exists, \forall \} \) and \( Q_i \neq Q_{i+1} \). The formula \( \phi \) is in CNF and is defined only on variables \( X_1 \cup \ldots \cup X_k \). The propositional part \( \phi \) is called the matrix and the rest the prefix. We write QCNF to talk about formulas in this form. If a variable \( x \) is in the set \( X_i \), we say that \( x = i \) and write \( \text{lv}(x) = i \); we write \( \text{lv}(l) \) for \( \text{lv}(\text{var}(l)) \). A closed QBF is false (resp. true), iff it is semantically equivalent to the constant 0 (resp. 1).
If a variable is universally quantified, we say that the variable is universal. For a literal $l$ and a universal variable $x$ such that $\text{var}(l) = x$, we say that $l$ is universal. The notions of existential variable and literal are defined analogously.

### 2.1 Q-resolution

Q-resolution [4] is an extension of propositional resolution for showing that a QCNF is false. For a clause $C$, a universal literal $l \in C$ is blocked by an existential literal $k \in C$ iff $\text{lv}(l) < \text{lv}(k)$. ∀-reduction is the operation of removing from a clause $C$ all universal literals that are not blocked by some existential literal. For two ∀-reduced clauses $x \lor C_1$ and $\bar{x} \lor C_2$, where $x$ is an existential variable, a Q-resolvent [4] is obtained in two steps. (1) Compute $C_u = C_1 \cup C_2 \backslash \{x, \bar{x}\}$. If $C_u$ contains complementary literals, the Q-resolution is undefined. (2) Compute $C_r$ by ∀-reducing $C_u$: $C_r$ is called the resolvent of $C_1$ and $C_2$. For a QCNF $\Phi, \phi$, a Q-resolution proof of a clause $C$ is a finite sequence of clauses $C_1, \ldots, C_n$ where $C_n = C$ and any $C_i$ in the sequence is part of the given matrix $\phi$ or it is a Q-resolvent for some pair of the preceding clauses. A Q-resolution proof is called a refutation iff $C$ is the empty clause, denoted by $\bot$.

In this paper Q-resolution proofs are treated as connected directed acyclic graphs, i.e. each clause in the proof corresponds to some node labeled with that clause. We assume that the input clauses are already ∀-reduced. Q-resolution steps are depicted as on the right. Note that the ∀-reduction step is depicted separately.

$$
\frac{C_1 \lor x \quad C_2 \lor \bar{x}}{\bot}
$$

### 2.2 Proof complexity

A proof system $P$ is a relation $P(\Phi, \pi)$ computable in polynomial time such that a formula $\Phi$ is true iff there exists a proof $\pi$ for which $P(\Phi, \pi)$. A proof system $P_1$ p-simulates a proof system $P_2$ iff any proof in $P_2$ of a formula $\Phi$ can be translated into a proof in $P_1$ of $\Phi$ in polynomial time (c.f. [5,10]).

We count the sizes of Q-resolution proofs as the number of resolution steps plus the number of ∀-reductions where each reduced literal is counted separately.

### 2.3 Expansions

Based on the equivalence $\forall \exists \Phi = \Phi[y/0] \land \Phi[y/1]$, expansion of universal quantifiers enables decreasing the number of quantifiers and maintaining prenex normal form at the cost of introducing fresh variables. Once all universal variables are expanded, a SAT solver can be invoked. Partial expansions enable us to mitigate the size of the formula. For instance, for the formula $\forall y \exists x. (y \lor x) \land (y \lor \bar{x})$ it is sufficient to consider an expansion with $y/0$ to show the formula false.

For a general QBF $\Phi = \forall U_1 \exists E_2 \ldots \forall U_{2N-1} \exists E_{2N} \cdot \phi$ (WLOG we start with a universal quantifier) our recent work [9] defines an expansion as follows.

**Definition 1 (∀-expansion tree).** A ∀-expansion tree is a rooted tree $T$ such that each path $p_0 \xrightarrow{\tau_0} p_1 \ldots \xrightarrow{\tau_N} p_N$ in $T$ from the root node $p_0$ to some leaf node $p_N$ has exactly $N$ edges and each edge $p_{i-1} \xrightarrow{\tau_i} p_i$ is labeled with a total assignment $\tau_i$ to the variables $U_{2i-1}$, for $i \in 1..N$. Each path in $T$ is uniquely determined by its labeling.
at the expansion of the first universal variable, i.e. the variable $E$

Definition 2 ($\forall$-expansion). Let $T$ be a $\forall$-expansion tree. For a root-to-leaf path $P$ in $T$ and a clause $C$, the following rules define the $\forall$-expansion of $C$ by $P$, $\forall$-expansion of $\phi$ by $P$, and $\forall$-expansion of $\Phi$ by $T$. These expansions are denoted as $\mathcal{E}(P, C)$, $\mathcal{E}(P, \psi)$, and $\mathcal{E}(T, \Phi)$, respectively.

1. For each path $P_k$ in $T$ from the root, labeled by assignments $\tau_1, \ldots, \tau_k$, and an existential variable $x$ with $lv(x) = 2k$ define a fresh variable $x^{\tau_1, \ldots, \tau_k}$.
2. For each path $P$ in $T$ from the root to some leaf labeled by $\tau_1, \ldots, \tau_N$, and a clause $C \in \phi$ define $\mathcal{E}(P, C)$ as $C[\tau_1 \cup \ldots \tau_N \cup \tau_R]$ where
   $$\tau_R = \{x/x^{\tau_1, \ldots, \tau_k} \mid 1 \leq k \leq N, x \text{ an existential variable s.t. } lv(x) = 2k\}$$
3. For each path $P$ in $T$ from the root to some leaf define $\mathcal{E}(P, \phi)$ as a union of $\mathcal{E}(P, C)$ for $C \in \phi$.
4. Define $\mathcal{E}(T, \Phi)$ as the union of all $\mathcal{E}(P, \phi)$ for each root-to-leaf path $P$ in $T$.

Definition 3. A proof in $\forall$Exp+Res of a formula $\Phi$ is a pair $(T, \pi)$ where $\pi$ is a resolution proof of $\mathcal{E}(T, \Phi)$.

3 Separation

For a natural number $N$, construct the following formula$^3$.

$$\exists e_1 \forall u_1 \exists e_2 \ldots \exists e_N \forall u_N \exists c_{2N-1} \exists c_{2N}.\quad \bigwedge_{i \in 1 \ldots N} (e_i \lor c_{2i-1}) \land (\bar{u}_i \lor c_{2i-1}) \land (e_i \lor c_{2i}) \land (u_i \lor c_{2i})$$

(1)

The formula has a Q-resolution proof comprising linear number of resolution steps. Starting from the clause $\bigvee_{i \in 1 \ldots 2N} e_i$, the literals $e_i$ are gradually resolved away from the highest to the lowest level. Figure 1 shows how the variables $c_{2N-1}, c_{2N}$ are resolved away. The other pairs of variables are resolved away in the same fashion resulting in the empty clause in the end.

Now we show that any $\forall$Exp+Res proof of the formula is exponential. Let us look at the expansion of the first universal variable, i.e. the variable $u_1$. We observe that both

---

$^3$ See [http://sat.inesc-id.pt/~mikolas/qbfw13](http://sat.inesc-id.pt/~mikolas/qbfw13) for a generator.
of the values are needed in the expansion. Let us expand \( u_1 \), yielding the two following formulas, one for \( u_1/1 \) and one for \( u_1/0 \) (for now other variables are left unexpanded).

\[
\exists e_2 \forall u_2 \exists c_4 \ldots \exists e_N \forall u_N \exists c_{2N-1} c_{2N}.
\]

\[
(\bar{e}_1 \lor e_1^{u_1/1}) \land (e_1^{u_1/1} \lor (e_1 \lor c_2^{u_1/1}) \land (\forall i \in 2..N \ (e_i \lor e_{2i-1}) \land (e_i \lor (e_i \lor c_{2i}) \land (u_i \lor c_{2i}) \land (\forall i \in 3..2N \ (e_i) \land c_1^{u_1/1} \lor c_2^{u_1/1} \lor \forall e_{i} e_i).
\] (2)

\[
\exists e_2 \forall u_2 \exists c_4 \ldots \exists e_N \forall u_N \exists c_{2N-1} c_{2N}.
\]

\[
(\bar{e}_1 \lor e_1^{u_1/0}) \land (e_1^{u_1/0} \lor (e_1 \lor c_2^{u_1/0}) \land (\forall i \in 2..N \ (e_i \lor e_{2i-1}) \land (e_i \lor (e_i \lor c_{2i}) \land (u_i \lor c_{2i}) \land (\forall i \in 3..2N \ (e_i) \land c_1^{u_1/0} \lor c_2^{u_1/0} \lor \forall e_{i} e_i).
\] (3)

The formula (2) is satisfiable because \( e_1 \) can be set to 1, \( c_2^{u_1/1} \) to 0 and the rest of the existential variables to 1 and similarly for the formula (3). Since both formulas (2) and (3) are satisfiable, both of them are needed to show unsatisfiability.

Regardless of how the rest of variables in (2) and (3) are expanded, the only variable they share is \( e_1 \) because universal variables are expanded away and all existential variables are labeled with \( u_1/1 \) and \( u_1/0 \), respectively.

From Craig’s interpolation theorem [6,7], there is an interpolant \( I \) using only variables common to (2) and (3), i.e. \( e_1 \), and it holds that (2) \( \Rightarrow I \) and (3) \( \Rightarrow \neg I \). Due to the structure of the formulas, \( I \) must be \( e_1 \). Equivalently (2) \( \land e_1 \) and (3) \( \land e_1 \) are false (unsatisfiable). The formula (2) \( \land e_1 \) is equivalent to the following.

\[
(\bar{e}_1^{u_1/1} \land (e_1^{u_1/1} \lor \exists e_2 \forall u_2 \exists c_4 \ldots \exists e_N \forall u_N \exists c_{2N-1} c_{2N}.
\]

\[
\land (\forall i \in 2..N \ (e_i \lor e_{2i}) \land (e_i \lor (e_i \lor c_{2i}) \land (u_i \lor c_{2i}) \land (\forall i \in 3..2N \ (e_i) \land c_1^{u_1/1} \lor c_2^{u_1/1} \lor \forall e_{i} e_i).
\]

Since \( e_1^{u_1/1}, c_2^{u_1/1} \) appear in only the first part of the formula, the second part of the formula has to be false (i.e. unsatisfiable after full expansion). The second part of the formula is in the same form as the initial formula just with three less variables. Repeating the same arguments, this formula has to be fully expanded. Following the same argument for (3) \( \land e_0 \) shows that the proof needs to expand each variable in both polarities at all depths. Thus yielding an exponential expansion of the given formula.

4 Conclusion and Future Work

This paper investigates a recently-made conjecture [9] that states that Q-resolution [4] and expansion-based solving (\( \forall \text{Exp+Res} \)) are incomparable proof systems. We investigated half of the conjecture, namely that \( \forall \text{Exp+Res} \) does not p-simulate Q-resolution. This observation further complements the result of [9], where it was shown that \( \forall \text{Exp+Res} \) can p-simulate tree Q-resolution. The result shown here confirms that this p-simulation result is “tight”, i.e. non-tree Q-resolution cannot be simulated. To show that that Q-resolution cannot simulate \( \forall \text{Exp+Res} \) is the subject of future work.
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Abstract. We propose $Q(D)$-resolution, a proof system for Quantified Boolean Formulas. $Q(D)$-resolution is a generalization of Q-resolution parameterized by a dependency scheme $D$. This system is closely related to search-based QCNF solvers that use dependency schemes to generalize the QDPLL algorithm, such as DepQBF. We prove that $Q(D^{std})$-resolution is sound by presenting a transformation of $Q(D^{std})$-resolution refutations into ordinary Q-resolution refutations, where $D^{std}$ denotes the so-called Standard Dependency Scheme.

1 Introduction

Most QBF solvers generate certificates for the (un)satisfiability of input formulas. These certificates can help verify the solver’s correctness or provide additional information to an application that uses the solver as a subroutine. Search-based QBF (QDPLL) solvers typically use Q-resolution [2] refutations for certificates [5]. QDPLL solvers normally assign variables in the order induced by the quantifier prefix of an input QBF (in prenex normal form). In this case, the trace generated by the solver can be used to construct a Q-resolution refutation or a cube resolution proof of this formula [3]. Since assigning variables in the order given by the quantifier prefix can impair solver performance, it was suggested to use dependency schemes [6, 7] to give solvers more freedom in choosing the order of variable assignments [1] (informally, a dependency scheme is a mapping $D$ that associates each formula $F$ with a binary relation $D_F$ on its variables that represents potential variable dependencies). This idea was successfully implemented in the state-of-the-art solver DepQBF [4, 1]. However, DepQBF’s use of dependency schemes breaks the immediate correspondence between solver traces and Q-resolution proofs.

In this article, we propose $Q(D)$-resolution, a proof system for Quantified Boolean Formulas in prenex CNF normal form (QCNF). $Q(D)$-resolution is a generalization of Q-resolution, parameterized by a dependency scheme $D$. $Q(D)$-resolution uses a more powerful version of the universal reduction rule found in Q-resolution: a universally quantified variable $x$ can be removed from a clause as long as that clause contains no variables that may depend on $x$, according to $D$ [1]. $Q(D)$-resolution is closely related to search-based QCNF solvers that use dependency schemes to generalize the QDPLL algorithm in the spirit of DepQBF.

Our main contribution is an algorithm that transforms a $Q(D^{std})$-resolution refutation of a formula into an ordinary Q-resolution refutation of the same formula, where

\* This research was supported by the ERC (COMPLEX REASON, 239962).
$D^{std}$ is the so-called Standard Dependency Scheme [7]. Due to space constraints all proofs are placed in the appendix.

2 Preliminaries

We consider quantified boolean formulas in quantified conjunctive normal form (QCNF). A QCNF formula consists of a (quantifier) prefix and a CNF formula, called the matrix. A CNF formula is a finite set of clauses, where each clause is a finite set of literals. Literals are negated or unnegated propositional variables. If $x$ is a variable, we put $\overline{x} = \neg x$ and $\overline{\overline{x}} = x$, and let $var(x) = var(\neg x) = x$. If $X$ is a set of literals, we write $X$ for the set $\{\pi : x \in X\}$. For a clause $C$, we let $var(C)$ be the set of variables occurring (negated or unnegated) in $C$. For a QCNF formula $F$ with matrix $F$, we put $var(F) = var(F) = \cup_{C \in F} var(C)$, and $lit(F) = var(F) \cup \overline{var(F)}$. We call a clause tautological if it contains the same variable negated as well as unnegated. Unless otherwise stated, we assume that the matrix of a formula contains only non-tautological clauses. The prefix of a QCNF formula $F$ is a sequence $Q_1x_1 \ldots Q_nx_n$ of quantifications $Q_i, x_i$, where $x_1, \ldots, x_n$ is a permutation of $var(F)$ and $Q_i \in \{\forall, \exists\}$ for $1 \leq i \leq n$. We define the depth of variable $x_p$ as $\delta_F(x_p) = p$, and let $q_F(x_p) = Q_p$.

The sets of existential and universal variables occurring in $F$ are given by $var_\exists(F) = \{x \in var(F) : q_F(x) = \exists\}$ and $var_\forall(F) = \{x \in var(F) : q_F(x) = \forall\}$, respectively. We define $R_F = \{(x, y) : \delta_F(x) < \delta_F(y)\}$ and write $R^F_F(x) = \{y \in var(F) : (x, y) \in R_F\}$ and $L^F_F(x) = \{y \in var(F) : (y, x) \in R_F\}$, where $x \in var(F)$. A proto-dependency scheme is a mapping $D$ that associates each QCNF formula $F$ with a binary relation $D_F \subseteq R^F_F$. The trivial dependency scheme $D^{triv}_F$ maps each QCNF formula $F$ to the relation $D^{triv}_F = \{(x, y) \in R^F_F : q_F(x) \neq q_F(y)\}$.

3 Q(D)-Resolution

**Definition 1 (Q(D)-resolution derivation).** Let $F$ be a QCNF formula with matrix $F$ and let $D$ be a proto-dependency scheme. A (tree-like) Q(D)-resolution derivation from $F$ is a pair $(T, \lambda)$, where $T = (V(T), E(T))$ is a rooted binary tree and $\lambda$ is a mapping that associates each $t \in V(T)$ with a non-tautological clause $C_t$ and satisfies the following conditions.

1. If $t$ is a leaf of $T$ then $C_t \in F$.
2. If $t$ has distinct children $t_1$ and $t_2$, there is an existential variable $e \in var_\exists(F)$ such that $C_t = (C_{t_1} \cup C_{t_2}) \setminus \{\overline{e}, e\}$ and $\{e, \overline{e}\} \subseteq C_{t_1} \cup C_{t_2}$.
3. If $t$ has a single child $t'$, there is a literal $\ell$ with $var(\ell) \in var_\forall(F)$ such that $\ell \in C_{t'}$ and $C_t = C_{t'} \setminus \{\ell\}$. Moreover, there is no existential variable $e \in var(C_t)$ such that $(\ell, e) \in D_F$.

We say $\pi$ derives $C_r$, where $r$ denotes the root of $T$. The derivation $\pi$ is a Q(D)-resolution refutation of $F$ if it derives the empty clause.

Ordinary (tree-like) Q-resolution [2] corresponds to Q(D$^{triv}$)-resolution (more precisely, these systems polynomially simulate each other).
Let $D$ be a proto-dependency scheme, and let $\pi = (T, \lambda)$ be a $Q(D)$-resolution derivation from a QCNF formula $\mathcal{F}$. By the height of $\pi$ we mean the height of $T$, while the size of $\pi$ is the number of vertices in $T$. For $t \in T$, let $T_t$ denote the subtree of $T$ rooted at $t$, and $\lambda_t$ the restriction of $\lambda$ to $T_t$. Then $\pi_t = (T_t, \lambda_t)$ is a $Q(D)$-resolution derivation. We call $\pi_t$ a subderivation of $\pi$.

We implicitly associate with $\pi$ a function $\rho_\pi : E(T) \to \text{lit}(\mathcal{F})$ that maps an edge $(t, t')$ of $T$ to the (unique) literal in $\lambda(t') \setminus \lambda(t)$, where $t$ is a child of $t'$. Let $e \in E(T)$ and $v = \text{var}(\rho_\pi(e))$. If $v$ is an existential variable of $\mathcal{F}$ then $e$ is a resolution step, otherwise $e$ is a universal reduction step. In either case we say $e$ is a derivation step and that $e$ reduces $v$. The set of variables reduced by some resolution step of $\pi$ is denoted $\text{resolved}(\pi)$. We say $\pi$ is ordered if the sequence of variables reduced on any branch of $T$ is in the order of $\mathcal{R}_\pi$. That is, for any pair $(e_1, e_2) \in E(T) \times E(T)$ such that there is a path from the root of $T$ to an endpoint of $e_2$ passing through $e_1$ we have $(x, y) \in \mathcal{R}_\pi$, where $x$ is the variable reduced by $e_1$ and $y$ is the variable reduced by $e_2$.

**Lemma 2.** Let $D$ be a proto-dependency scheme and $\mathcal{F}$ a QCNF formula. Any ordered $Q(D)$-resolution refutation of $\mathcal{F}$ is a $Q(D^{\text{inv}})$-resolution refutation of $\mathcal{F}$.

We now describe two operations on $Q(D)$-resolution derivations (detailed definitions are given in the appendix). Let $D$ be a proto-dependency scheme and let $\mathcal{F}$ be a QCNF formula. Let $\pi = (T, \lambda)$ and $\pi' = (T', \lambda')$ be $Q(D)$-resolution derivations from $\mathcal{F}$ deriving the clauses $C$ and $C'$, respectively. If $u$ is a universal variable and $u \in \text{var}(C)$ then $\text{red}(\pi, u)$ is obtained by attaching a new universal reduction step to the root of $\pi$ that reduces $u$. The resulting derivation is a $Q(D)$-resolution derivation that derives $C \setminus \{u, \neg u\}$ provided there is no existential variable $e \in \text{var}(C)$ such that $(u, e) \in D_{\mathcal{F}}$.

If $\{e, \neg e\} \subseteq C \cup C'$ for some $e \in \text{var}_3(\mathcal{F})$, and $(C \cup C') \setminus \{e, \neg e\}$ is non-tautological then $\text{res}(\pi, \pi', e)$ is constructed by attaching a resolution step to the roots of $\pi$ and $\pi'$ that reduces $e$. The result is a $Q(D)$-resolution derivation of the clause $(C \cup C') \setminus \{e, \neg e\}$.

We say $\pi$ and $\pi'$ are equivalent and write $\pi \equiv \pi'$ if there is a bijection $f : V(T) \to V(T')$ such that $f$ is an isomorphism of $T$ and $T'$, and $\lambda(t) = \lambda'(f(t))$ for each $t \in T$.

4 Standard Dependencies

**Definition 3 (Connected).** Let $\mathcal{F}$ be a QCNF formula with matrix $F$ and $X \subseteq \text{var}(\mathcal{F})$. An $X$-path between clauses $C, C' \in F$ is a sequence $C_1, \ldots, C_k$ of clauses in $F$ with $C_1 = C$ and $C'_k = C_k$ such that $\text{var}(C_i) \cap \text{var}(C_{i+1}) \cap X \neq \emptyset$ for all $1 \leq i < k$. The clauses $C, C' \in F$ are connected with respect to $X$ if there is an $X$-path between them. We extend this to variables and say $x, y \in \text{var}(\mathcal{F})$ are connected with respect to $X$ if there are clauses $C, C' \in F$ such that $C$ and $C'$ are connected with respect to $X$ and $x \in \text{var}(C)$, $y \in \text{var}(C')$.

**Definition 4 (Standard Dependency Scheme [7]).** Let $\mathcal{F}$ be a QCNF formula with matrix $F$ and let $x, y \in \text{var}(\mathcal{F})$ such that $q_F(x) \neq q_F(y)$. We call $\{x, y\}$ a dependency pair with respect to $X \subseteq \text{var}(\mathcal{F})$ if and $x$ and $y$ are connected with respect to $X$. The
standard dependency scheme $D^{\text{std}}$ associates each QCNF formula $F$ with the relation $D^{\text{std}}_F = \{ (x, y) \in R_F : \{x, y\} \text{ is a dependency pair with respect to } R_F(x) \cap \mathsf{var}(F) \}$. Observe that the mapping $D^{\text{std}}$ is a proto-dependency scheme. The next statement is a slightly modified version of a result from [9].

**Lemma 5.** Let $D$ be a proto-dependency scheme and let $F$ be a QCNF formula with matrix $F$. Let $x, y \in \mathsf{var}(F)$ be distinct variables. Let $\pi = (T, \lambda)$ be a $Q(D)$-resolution derivation from $F$, and let $C$ be the clause derived by $\pi$. If $x, y \in \mathsf{var}(C)$ then $x$ and $y$ are connected with respect to $\mathsf{resolved}(\pi)$.

Lemma 5 allows us to establish the following corollary, which is used in the proof of Theorem 8 below to rule out the existence of universal reduction steps of a certain form.

**Corollary 6.** Let $D$ be a proto-dependency scheme. Let $F$ be a QCNF formula and let $x, y \in \mathsf{var}(F)$ such that $(x, y) \in R_F$ and $q_F(x) \neq q_F(y)$. Let $\pi = (T, \lambda)$ be a $Q(D)$-resolution derivation from $F$ with $x, y \in \mathsf{var}(C)$, where $C$ is the clause derived by $\pi$. If $\mathsf{resolved}(\pi) \subseteq R_F(x)$ then $(x, y) \in D^{\text{std}}_F$.

## 5 Reordering $Q(D^{\text{std}})$-resolution refutations

The next result shows that universal reduction steps can be inserted into an ordered $Q(D)$-resolution derivation to obtain another ordered $Q(D)$-resolution derivation. This statement holds for arbitrary proto-dependency schemes $D$.

**Proposition 7.** Let $D$ be a proto-dependency scheme. Let $F$ be a QCNF formula with $u \in \mathsf{var}(F)$, and let $\pi \equiv \mathsf{red}(\pi', u)$ be a $Q(D)$-resolution derivation from $F$ such that $\pi'$ is ordered. Given $\pi$, one can compute an ordered $Q(D)$-resolution derivation from $F$ that derives the same clause as $\pi$.

**Lemma 8.** Let $F$ be a QCNF formula and let $e \in \mathsf{var}(F)$. Let $\pi \equiv \mathsf{res}(\pi_1, \pi_2, e)$ be a $Q(D^{\text{std}})$-resolution derivation of a clause $C$ from $F$ such that $\pi_1$ and $\pi_2$ are ordered. Given $\pi$, one can compute an ordered $Q(D^{\text{std}})$-resolution derivation from $F$ that derives a clause $C' \subseteq C$.

Proposition 7 and Lemma 8 are instrumental in proving our main result, as stated below. Recall that $Q(D^{\text{inv}})$-resolution is equivalent to ordinary Q-resolution.

**Theorem 9.** Given a $Q(D^{\text{std}})$-resolution refutation of a QCNF formula $F$ one can compute a $Q(D^{\text{inv}})$-resolution refutation of $F$.

## 6 Conclusion

A $Q(D^{\text{inv}})$-resolution refutation computed from a $Q(D^{\text{std}})$-resolution refutation using the algorithm of Theorem 9 can be of size exponential in the size of the input refutation. It is an open question whether this is an artifact of our approach or whether there is in fact an exponential separation between $Q(D^{\text{std}})$-resolution and $Q(D^{\text{inv}})$-resolution. The resolution-path dependency scheme [8, 9] is a strict generalization of $D^{\text{std}}$. We believe that an analogue of Theorem 9 can be proved for a slightly restricted version of the resolution-path dependency scheme.
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Appendix

Proof of Lemma 2

Proof. Let $\pi = (T, \lambda)$ be an ordered $Q(D)$-refutation of $\mathcal{F}$. Towards a contradiction assume that there is a universal reduction step $(t, t') \in E(T)$ reducing the variable $u \in \text{var}(\mathcal{F})$ such that $\text{var}(\lambda(t')) \cap \text{var}(\mathcal{F}) \cap R_{\mathcal{F}}(u) \neq \emptyset$. Let $e \in \text{var}(\lambda(t')) \cap \text{var}(\mathcal{F}) \cap R_{\mathcal{F}}(u)$. Since $\pi$ is a refutation, on the path from the root of $T$ to $t'$ there has to be a resolution step $(s, s') \in E(T)$ that reduces $e$. But $(\rho_{\pi}(s), \rho_{\pi}(t')) = (e, u)$ and $(e, u) \notin R_{\mathcal{F}}$, so $\pi$ is not ordered.

Definitions of $\text{res}(\pi, \pi', e)$ and $\text{red}(\pi, u)$

Let $D$ be a proto-dependency scheme and let $\mathcal{F}$ be a QCNF formula. Let $\pi = (T, \lambda)$ and $\pi' = (T', \lambda')$ be $Q(D)$-resolution derivations from $\mathcal{F}$ deriving the clauses $C$ and $C'$ respectively. If $u$ is a universal variable and $u \in \text{var}(C)$ then $\text{red}(\pi, u)$ is defined as follows. We let $\text{red}(\pi, u) = (T'', \lambda'')$, where $V(T'') = V(T) \cup \{r''\}$ for some $r'' \notin V(T)$, $E(T'') = E(T) \cup \{(r'', r)\}$, and $r$ denotes the root of $T$. The mapping $\lambda'': V(T'') \rightarrow 2^{\mathcal{L}(\mathcal{F})}$ is given by

$$\lambda''(t) = \begin{cases} C \setminus \{u, \lnot u\} & \text{if } t = r''; \\ \lambda(t) & \text{otherwise.} \end{cases}$$

If $\{e, \lnot e\} \subseteq C \cup C'$ for some $e \in \text{var}(\mathcal{F})$, and $(C \cup C') \setminus \{e, \lnot e\}$ is non-tautological then $\text{res}(\pi, \pi', e) = (T'', \lambda'')$ is defined as follows. We let $V(T'') = V(T) \cup V(T') \cup \{r''\}$ and $E(T'') = E(T) \cup E(T') \cup \{(r'', r), (r'', r')\}$, where $r'' \notin V(T) \cup V(T')$ and $r$, $r'$ denote the roots of $T$, $T'$ respectively. (Without loss of generality, we will assume that $T$ and $T'$ are vertex-disjoint.) The mapping $\lambda : V(T'') \rightarrow 2^{\mathcal{L}(\mathcal{F})}$ is given by

$$\lambda(t) = \begin{cases} (C_1 \cup C_2) \setminus \{e, \lnot e\} & \text{if } t = r''; \\ \lambda_1(t) & \text{if } t \in V(T); \\ \lambda_2(t) & \text{otherwise.} \end{cases}$$

Proof of Lemma 5

Proof. By induction on the height $h$ of $\pi$. If $h = 0$ then $C \in F$ and $\{x, y\}$ is a dependency pair with respect to the empty set. Suppose the statement of the lemma holds for derivations of height up to $k$ and let $h = k + 1$. Suppose $\pi \equiv \text{red}(\pi', u)$ for a suitable derivation $\pi'$ and a universal variable $u$. Then $x, y \in \text{var}(C')$, where $C'$ is the clause derived by $\pi'$. Hence $\{x, y\}$ is a dependency pair with respect to $\text{resolved}(\pi') = \text{resolved}(\pi)$ by induction hypothesis. Suppose $\pi \equiv \text{res}(\pi_1, \pi_2, e)$ for suitable derivations $\pi_1, \pi_2$ and an existential variable $e$. Let $C_1$ and $C_2$ be the clauses
derived by \( \pi_1 \) and \( \pi_2 \), respectively. If \( x, y \in \text{var}(C_1) \) or \( x, y \in \text{var}(C_2) \) the statement again follows by induction hypothesis. So assume, without loss of generality, that \( x \in \text{var}(C_1) \) and \( y \in \text{var}(C_2) \). Note that \( e \in \text{var}(C_1) \cap \text{var}(C_2) \) and that both \( \pi_1 \) and \( \pi_2 \) have height at most \( k \). By induction hypothesis \( \{x, e\} \) is a dependency pair with respect to \( \text{resolved}(\pi_1) \), and \( \{y, e\} \) is a dependency pair with respect to \( \text{resolved}(\pi_2) \).

Let \( C_1', \ldots, C_k' \) be a \( \text{resolved}(\pi_1) \)-path with \( x \in C_1' \) and \( e \in C_k' \), and let \( C_1'', \ldots, C_k'' \) be a \( \text{resolved}(\pi_2) \)-path with \( e \in C_1'' \) and \( y \in C_k'' \). The sequence \( C_1', \ldots, C_k', C_1'', \ldots, C_k'' \) is an \( X \)-path where \( X = \text{resolved}(\pi_1) \cup \text{resolved}(\pi_2) \cup \{e\} = \text{resolved}(\pi) \), and so \( x \) and \( y \) are connected with respect to \( \text{resolved}(\pi) \).

**Proof of Proposition 7**

*Proof.* We prove a slightly stronger statement saying that the derivation to be computed has height bounded by the height of \( \pi \). The proof is by induction on the height \( h \) of \( \pi \).

The base case \( h = 1 \) is immediate. Assume the statement holds for derivations up to height \( k \) and let \( h = k + 1 \). Suppose \( \pi' \equiv \text{red}(\pi_1, v) \) for suitable \( \pi_1 \) and \( v \in \text{var}(\mathcal{F}) \), and let \( C' \) be the clause derived by \( \pi' \). If \( v \in R_{\mathcal{F}}(u) \) then \( \pi \) is already ordered, so suppose \( v \in L_{\mathcal{F}}(u) \). Let \( C_1 \) be the clause derived by \( \pi_1 \). We must have \( u, v \in \text{var}(C_1) \), so \( \pi_2 \equiv \text{red}(\pi_1, u) \) is a \( Q(D) \)-resolution derivation of the clause \( C_2 = C_1 \setminus \{u, -u\} \). The height of \( \pi_2 \) is at most \( k \), so by induction hypothesis one can compute an ordered derivation \( \pi_3 \) of height at most \( k \) that derives \( C_2 \). Moreover, \( v \in \text{var}(C_2) \) so \( \text{red}(\pi_3, v) \) is an ordered \( Q(D) \)-resolution derivation of the clause \( C_3 = C_2 \setminus \{v, -v\} \) with height at most \( h \).

Note that \( C = (C_1 \setminus \{v, -v\}) \setminus \{u, -u\} = (C_1 \setminus \{u, -u\}) \setminus \{v, -v\} = C_3 \). Suppose \( \pi' \equiv \text{res}(\pi_1, \pi_2, e) \) where \( \pi_1 \) and \( \pi_2 \) derive \( C_1 \) and \( C_2 \), respectively, and \( e \in \text{var}(\mathcal{F}) \). For \( i \in \{1, 2\} \), let \( \pi_i' = \text{red}(\pi_i, u) \) if \( u \in \text{var}(C_i) \) and \( \pi_i' = \pi_i \) otherwise. Both \( \pi_1' \) and \( \pi_2' \) are \( Q(D) \)-resolution derivations of height at most \( k \). Moreover, \( \pi_1 \) and \( \pi_2 \) are ordered because \( \pi' \) is. For \( i \in \{1, 2\} \), let \( \pi_i'' \) be a derivation given by applying the induction hypothesis to \( \pi_i' \). It is straightforward to check that \( \pi'' \equiv \text{res}(\pi_1'', \pi_2'', e) \) is an ordered \( Q(D) \)-resolution derivation of \( C \) and that \( \pi'' \) has height at most \( h \).

**Proof of Lemma 8**

*Proof.* The proof is by induction on the size \( s \) of \( \pi \). The base case where \( \pi_1 \) and \( \pi_2 \) are of size 1 is immediate. Assume the statement of the lemma holds for derivations of size less than \( k > 3 \) and let \( s = k \). Without loss of generality, we make the following assumptions.

1. If the sizes of \( \pi_1 \) and \( \pi_2 \) are both greater than 1, and \( y \) and \( y' \) are the variables reduced by the final reduction steps of \( \pi_1 \) and \( \pi_2 \), respectively, then \( y \in L_{\mathcal{F}}(y') \) or \( \{y'\} \).
2. The size of \( \pi_1 \) is greater than 1.

Let \( y \) be the variable reduced by the final reduction step of \( \pi_1 \) (\( y \) is well defined by assumption 2). If \( e \in L_{\mathcal{F}}(y) \) the derivation \( \pi \) is already ordered, so let \( e \in R_{\mathcal{F}}(y) \). Suppose \( y \in \text{var}(\mathcal{F}) \). Then \( \pi_1 \equiv \text{red}(\pi_1', y) \) for a suitable \( \pi_1' \) deriving a clause \( C_1' \).
Note that $y,e \in var(C_1')$. Because $\pi_1$ is ordered and $y$ is reduced in its final reduction step we must have $resolved(\pi_1') \subseteq R_F(y)$. By Corollary 6 we get $(y,e) \in D(y)^A$, which contradicts $\pi$’s being a $Q(D^{\text{std}})$-resolution derivation.

Thus $y \in var_2(F)$ and $\pi_1 \equiv res(\pi_1', \pi_1'', y)$ for suitable derivations $\pi_1'$ and $\pi_1''$. Suppose $\pi_1, \pi_1'$, and $\pi_2$ derive the clauses $C_1', C_1'',$ and $C_2$, respectively. We distinguish three cases.

1. Suppose $y \in var(C_2)$ and let $\ell_y \in C_2$ such that $var(\ell_y) = y$. Either $C_1'$ or $C_1''$ must contain $\ell_y$. Without loss of generality assume $\ell_y \in C_1'$. Since the final resolution step of $\pi$ reduces $e$, there is an $\ell_e \in C_2$ such that $var(\ell_e) = e$, and $\ell_e \in C_1' \cup C_1''$. If $\ell_e \in C_1'$ we let $\pi^* = res(\pi_1', \pi_2, e)$. It is straightforward to verify that $\pi^*$ is a $Q(D^{\text{std}})$-resolution derivation of size less than $k$ that derives a clause $C' \subseteq C$. Moreover, both $\pi_1'$ and $\pi_2$ are ordered. Applying the induction hypothesis, we obtain an ordered $Q(D^{\text{std}})$-resolution derivation of a clause $C'' \subseteq C' \subseteq C$. If $\ell_e \notin C_1'$ then $\pi_1' \subseteq C$ and $\pi_1'$ yields the desired derivation.

2. Suppose $y \notin var(C_2)$ and $e \in var(C_1') \cap var(C_1'')$. Then $\pi_a = res(\pi_1', \pi_2, e)$ and $\pi_b = res(\pi_1'', \pi_2, e)$ are well defined $Q(D^{\text{std}})$-resolution derivations of clauses $C_a$ and $C_b$, respectively, and $res(\pi_a, \pi_b, y)$ is a $Q(D^{\text{std}})$-resolution derivation of $C$. Both $\pi_a$ and $\pi_b$ have size less than $k$, and $\pi_1', \pi_1''$, and $\pi_2$ are ordered. By induction hypothesis, we can compute ordered $Q(D^{\text{std}})$-resolution derivations $\pi_1'$ and $\pi_1''$ such that $\pi_1'$ derives $C_1' \subseteq C_a$ and $\pi_1''$ derives $C_1'' \subseteq C_b$. If $y \notin var(C_a')$ or $y \notin var(C_b')$ then $\pi_a \subseteq C$ or $\pi_b \subseteq C$, and so $\pi_a$ or $\pi_b$ provides the desired derivation. Otherwise, we let $\pi^* = res(\pi_a', \pi_b', y)$. The derivation $\pi^*$ is ordered by assumption 1 in combination with the fact that both $\pi_a'$ and $\pi_b'$ are ordered. Moreover, $\pi^*$ derives a clause $C'' \subseteq C$.

3. Suppose $y \notin var(C_2)$ and $e \notin var(C_1') \cap var(C_1'')$. Without loss of generality assume $e \in var(C_1') \setminus var(C_1'')$. Then $\pi_a = res(\pi_1', \pi_2, e)$ is a $Q(D^{\text{std}})$-resolution derivation of a clause $C_a$, and $res(\pi_a, \pi_1''', y)$ is a $Q(D^{\text{std}})$-resolution derivation of $C$. The derivation $\pi_a$ has size less than $k$ and both $\pi_1'$ and $\pi_2$ are ordered. By induction hypothesis, we can compute an ordered $Q(D^{\text{std}})$-resolution derivation $\pi_1'$ of a clause $C_1' \subseteq C_a$. If $y \notin var(C_a')$ then $C_a' \subseteq C$ and $\pi_a'$ yields the desired derivation. Otherwise, let $\pi^* = res(\pi_a', \pi_1''', y)$. The derivation $\pi^*$ is $Q(D^{\text{std}})$-resolution derivation of a clause $C'' \subseteq C$, and it is ordered by assumption 1.

**Proof of Theorem 9**

**Proof.** Let $\pi$ be a $Q(D^{\text{std}})$-resolution refutation of $F$. We claim that we can compute an ordered $Q(D^{\text{std}})$-resolution refutation $\pi'$ of $F$. By Lemma 2 the derivation $\pi'$ is a $Q(D^{\text{std}})$-resolution refutation of $F$. We prove the claim by induction on the number of unordered subderivations of $\pi$. If $\pi$ contains no unordered subderivations, then in particular $\pi$ itself is ordered. Otherwise, let $\pi_u$ be an unordered subderivation of $\pi$ such that $\pi_u$ contains no unordered subderivations, and let $C$ be the clause derived by $\pi_u$. We can apply either Proposition 7 or Lemma 8 to obtain an ordered $Q(D^{\text{std}})$-resolution derivation $\pi_u$ that derives a clause $C' \subseteq C$. We construct a new $Q(D^{\text{std}})$-resolution refutation $\pi'$ of $F$ by replacing $\pi_u$ with $\pi_u$ in $\pi$ and (possibly) removing redundant derivation steps. The number of unordered subderivations of $\pi'$ is strictly smaller than the number of unordered subderivations of $\pi$, so we can apply the induction hypothesis to get an ordered $Q(D^{\text{std}})$-resolution refutation of $F$. 
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1 Introduction

In a number of interesting applications (such as automatic synthesis of a reactive system from a formal specification \cite{1}), one needs to consider open formulas, i.e., formulas with free (unquantified) variables. A solution to such a QBF is a formula equivalent to the given one but containing no quantifiers and using only those variables that appear free in the given formula. For example, a solution to the open QBF formula $(\exists x. (x \land y) \lor z)$ is the formula $y \lor z$.

In \cite{10}, it was shown how clause/cube learning for DPLL-based CDCL QBF solvers can be reformulated in terms of sequents and extended to non-CNF, non-prenex formulas. This technique uses ghost variables to handle non-CNF formulas in a manner that is symmetric between the existential and universal quantifiers. We show that this sequent-based technique can be naturally extended to handle QBFs with free variables.

An a\v{e}rie way to recursively solve an open QBF $\Phi$ is shown in Figure 1. Roughly, we Shannon-expand on the free variables until we’re left with only closed-QBF problems, which are then handed to a closed-QBF solver. If the free variables are always branched on in the same order, then the algorithm effectively builds an ordered BDD \cite{6}, assuming that the ite function is memoized and performs appropriate simplification. The naïve algorithm suffers from many inefficiencies. In terms of branching behavior, it is similar to the DPLL algorithm, but it lacks non-chronological backtracking and an equivalent of clause learning. The main contribution of this extended abstract is to show how an existing closed-QBF algorithm can be modified to directly consider formulas with free variables. A more detailed treatment will be published at CP 2013.

function solve($\Phi$) {
  if ($\Phi$ has no free variables) {return closed_qbf_solve($\Phi$);}
  $x$ := (a free variable in $\Phi$);
  return ite($x$, solve($\Phi$ with $x$ substituted with True),
                     solve($\Phi$ with $x$ substituted with False));
}

Fig. 1. Naive algorithm. The notation “ite($x$, $\phi_1$, $\phi_2$)” denotes a formula with an if-then-else construct that is logically equivalent to $(x \land \phi_1) \lor (\neg x \land \phi_2)$. 
In related work, various approaches [11,5,7] have been proposed for open QBFs of the form $\exists X.\phi$. For QBFs with arbitrary quantifier prefixes, the only other work of which we are aware is that of Becker, Ehlers, Lewis, and Marin [1], which uses computational learning to generate CNF, DNF, or CDNF formulas, and that of Benedetti and Mangassarian [3], which adapts eKizzo [2] for open QBF. The use of SAT solvers to build BDDs [13,9] has also been investigated.

1.1 Preliminaries

**Input Formulas.** We consider prenex formulas of the form $(Q_1 X_1...Q_n X_n. \phi)$, where $Q_i \in \{\exists, \forall\}$ and $\phi$ is quantifier-free and represented as a DAG. The logical connectives allowed in $\phi$ are conjunction, disjunction, and negation.

**Quantifier Order.** In a formula such as $\forall x.\exists y.\phi$, where the quantifier of $y$ occurs inside the scope of the quantifier of $x$, we say that $y$ is downstream of $x$. All quantified variables in are considered downstream of all free variables.

**Substitution.** Given a partial assignment $\pi$, we define “$\Phi|\pi$” to be the result of the following: For every assigned variable $x$, we replace all occurrences of $x$ in $\Phi$ with the assigned value of $x$ (and delete the quantifier of $x$, if any).

2 Theory

We employ **ghost variables** to provide a modification of the Tseitin transformation that is symmetric between the two quantifier types. The idea of using a symmetric transformation was first explored in [14]. Similar ideas have been used to handle non-prenex formulas in [10] and “don’t care” propagation in [8].

Where the Tseitin transform would introduce a Tseitin variable $g$ to represent a subformula, we instead introduce two ghost variables: an existential variable $g^{\exists}$ and a universal variable $g^{\forall}$. Two new innermost quantification blocks are added to the formula for the ghost variables. For example, if the original quantifier prefix was $\exists e \forall u$, then the new prefix would be $\exists e \forall u \exists g^{\exists} \forall g^{\forall}$.

**Definition 1 (Consistent assignment to ghost variable).** Given a quantifier type $Q \in \{\exists, \forall\}$ and an assignment $\pi$, we say that a ghost literal $g^Q$ is assigned consistently under $\pi$ if $g^Q|\pi = (the \ formula \ represented \ by \ g^Q)|\pi$.

To define the semantics of QBF with ghost variables, we use a three-valued logic with a third value dontcare. We call it “don’t care” because we need to deal with assignments with inconsistently assigned ghost variables, but we don’t really care about such assignments. In our three-valued logic, a conjunction (or respectively disjunction) of boolean values evaluates to false (resp. true) if any conjunct is false (resp. if any disjunct is true), and otherwise it evaluates to dontcare if any conjunct (resp. disjunct) is dontcare. The negation of dontcare is dontcare.

**Definition 2 (Semantics with Ghost Vars).** Given an assignment $\pi$ to all non-ghost variables and a subset of the ghost variables, we define $[\Phi]|\pi$ as follows:

$$[\Phi]|\pi := \begin{cases} \Phi|\pi & \text{if every ghost variable in } \pi \text{ is assigned consistently} \\ \text{dontcare} & \text{otherwise} \end{cases}$$
For convenience in defining \([\Phi]_\pi\) for a partial assignment \(\pi\), we assume that the formula is prepended with a dummy “quantifier” block for free variables. For example, \((\exists e. e \land z)\) becomes \((\mathcal{F} z. \exists e. e \land z)\), where \(\mathcal{F}\) denotes the dummy block for free variables. We define \([\Phi]_\pi\) for a partial assignment \(\pi\) as follows:

\[
\begin{align*}
[Qx. \Phi]_\pi &= [\Phi]_\pi & \text{if } x \in \text{vars}(\pi) \\
[\exists x. \Phi]_\pi &= [\Phi](\pi \cup \{x\}) \lor [\Phi](\pi \cup \{-x\}) & \text{if } x \notin \text{vars}(\pi) \\
[\forall x. \Phi]_\pi &= [\Phi](\pi \cup \{x\}) \land [\Phi](\pi \cup \{-x\}) & \text{if } x \notin \text{vars}(\pi) \\
[\mathcal{F}x. \Phi]_\pi &= x \otimes [\Phi](\pi \cup \{x\}) : [\Phi](\pi \cup \{-x\}) & \text{if } x \notin \text{vars}(\pi)
\end{align*}
\]

The notation “\(x \otimes \phi_1 : \phi_2\)” denotes a formula with an if-then-else construct that is logically equivalent to \((x \land \phi_1) \lor (\neg x \land \phi_2)\). Note that if \(\Phi\) contains free variables unassigned by \(\pi\), then \([\Phi]_\pi\) is a formula in terms of these free variables.

**Definition 3 (Sometimes-Dontcare).** A formula \(\phi\) is said to be sometimes-dontcare iff there is an assignment \(\pi\) under which \(\phi\) evaluates to dontcare.

**Definition 4 (Game-State Specifier, Match).** A game-state specifier is a pair \((L^{\text{now}}, L^{\text{fut}})\) consisting of two sets of literals, \(L^{\text{now}}\) and \(L^{\text{fut}}\). We say that \((L^{\text{now}}, L^{\text{fut}})\) matches an assignment \(\pi\) iff:

1. for every literal \(\ell\) in \(L^{\text{now}}\), \(\ell|_{\pi} = \text{true}\), and
2. for every literal \(\ell\) in \(L^{\text{fut}}\), either \(\ell|_{\pi} = \text{true}\) or \(\ell \notin \text{vars}(\pi)\).

For example, \(\{\{e\}, \{u\}\}\) matches the assignments \(\{e\}\) and \(\{e, u\}\), but does not match \(\{\}\) or \(\{e, \neg u\}\). Note that, for any literal \(\ell\), if \(\{\ell, \neg \ell\} \subseteq L^{\text{fut}}\), then \((L^{\text{now}}, L^{\text{fut}})\) matches an assignment \(\pi\) only if \(\pi\) doesn’t assign \(\ell\).

**Definition 5 (Sequent).** The sequent “\(\langle L^{\text{now}}, L^{\text{fut}} \rangle \models \Phi \iff \psi\)” means “for all assignments \(\pi\) that match \(\langle L^{\text{now}}, L^{\text{fut}} \rangle\), if \([\Phi]_\pi\) is not sometimes-dontcare, then \([\Phi]_\pi\) is logically equivalent to \(\psi|_{\pi}\)”.

### 3 Algorithm

The top-level algorithm is based on the well-known DPLL algorithm, except that sequents are used instead of clauses. Similar to how SAT solvers maintain a clause database, our solver maintains a sequent database. A SAT solver’s clause database is initialized to contain exactly the set of clauses produced by the Tseitin transformation of the input formula \(\Phi_{\text{in}}\) into CNF. Each clause in the Tseitin transformation corresponds to two sequents in our initial sequent database (one with existential ghost variables, and one with universal). Literals are placed in \(L^{\text{fut}}\) if allowed by Proposition 2 of [10]; otherwise, in \(L^{\text{now}}\).

When the current assignment matches a sequent in the database, the solver performs learning to add a new sequent of the form \(\langle L^{\text{now}}, L^{\text{fut}} \rangle \models (\Phi_{\text{in}} \iff \psi)\) to the database. If \(L^{\text{now}}\) is empty, then the solver returns \(\psi\) as the final answer. Otherwise, it backtracks to the earliest decision level at which the newly learned sequent will trigger a forced literal in propagation.

**Propagation.** Propagation is similar to that of closed-QBF solvers. Consider a sequent \(\langle L^{\text{now}}, L^{\text{fut}} \rangle \models (\Phi_{\text{in}} \iff \psi)\) in the sequent database. If, under \(\pi_{\text{cur}}\),
1. there is exactly one unassigned literal $\ell$ in $L^{\text{now}}$, and
2. no literals in $L^{\text{now}} \cup L^{\text{fut}}$ are assigned $\text{false}$, and
3. $\ell$ is not downstream of any unassigned literals in $L^{\text{fut}}$, then $\neg \ell$ is forced — it is added to the current assignment $\pi_{\text{cur}}$. Propagation ensures that the solver never re-explores areas of the search space for which it already knows the answer, ensuring progress and eventual termination.

**Learning.** The solver performs learning after the current assignment $\pi_{\text{cur}}$ matches a sequent in the database. The learning procedure is based on the clause learning introduced for SAT in [12] and adapted for QBF in [15] and adapted for sequents in [10]. We use resolution-like inference rules to infer new sequents by ‘resolving’ two sequents: (1) a sequent containing a forced literal $r$ and (2) the sequent that forced $r$ (i.e., the antecedent of $r$). The rules for resolving on free variables and existential variables are shown below; the rule for universal variables is similar.

**Resolving on a literal $r$ that is existentially quantified:**

\[
\langle L^{\text{now}}_1 \cup \{r\}, L^{\text{fut}}_1 \rangle \models (\Phi_{\text{in}} \iff \text{false})
\]

\[
\langle L^{\text{now}}_2 \cup \{\neg r\}, L^{\text{fut}}_2 \rangle \models (\Phi_{\text{in}} \iff \psi)
\]

$r$ is not downstream of any $\ell$ such that $\ell \in L^{\text{fut}}_1$ and $\neg \ell \in (L^{\text{fut}}_1 \cup L^{\text{fut}}_2)$

\[
\langle L^{\text{now}}_1 \cup L^{\text{now}}_2, L^{\text{fut}}_1 \cup L^{\text{fut}}_2 \cup \{\neg r\} \rangle \models (\Phi_{\text{in}} \iff \psi)
\]

**Resolving on a literal $r$ that is free in $\Phi_{\text{in}}$:**

\[
\langle L^{\text{now}}_1 \cup \{r\}, L^{\text{fut}}_1 \rangle \models (\Phi_{\text{in}} \iff \psi_1)
\]

\[
\langle L^{\text{now}}_2 \cup \{\neg r\}, L^{\text{fut}}_2 \rangle \models (\Phi_{\text{in}} \iff \psi_2)
\]

\[
\langle L^{\text{now}}_1 \cup L^{\text{now}}_2, L^{\text{fut}}_1 \cup L^{\text{fut}}_2 \cup \{r, \neg r\} \rangle \models (\Phi_{\text{in}} \iff (r \iff \psi_1 : \psi_2))
\]

**4 Experimental Results**

We extended the existing closed-QBF solver GhostQ [10] to implement the techniques described in this paper. For comparison, we used the solvers and load-balancer benchmarks from [1]. With a time limit of 800 seconds, GhostQ solved 189 instances that none of the three solvers from [1] solved, whereas there were 18 instances solved by at least one solver from [1] but not by GhostQ. The graph to the right shows the number of non-trivial instances solved by GhostQ (about 1600) and the three ‘learner’ solvers (about 1400 and 1200) from [1]. As future work, it may be useful to adapt closed-QBF preprocessing techniques such as blocked-clause elimination [4] to open QBF.
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Abstract. Recent solvers for quantified boolean formulas have the ability to produce a certificate for their conclusion, in the form of a Q-resolution proof that the input QBF is either true or false. However, in many cases the solver does not receive the original QBF, so the produced certificate does not verify the truth value of that original QBF. This paper addresses some aspects of the question of how to extend the certificate produced by the QBF solver for the preprocessed QBF so that it serves as a certificate for the original QBF.

1 Introduction

Solvers for Quantified Boolean Formulas (QBFs) are rapidly increasing in strength, and are now at the point that they are capable of solving significant problems and also producing certificates so that their conclusions can be checked during post-processing. [BJ12,NPL+12].

It is starting to be recognized that simply delivering a 0 or 1 answer is not good enough, for a solver. There has to be some formal proof system to back up claimed answers. More than just verifying a claimed answer, users want additional information relevant to their applications. While this is a very open-ended topic, this short paper concentrates on producing certificates that can verify the conclusions of the combined work of a preprocessor and a solver. More precisely it shows what records may be kept by a variable-elimination preprocessor that are sufficient to transform a satisfying assignment of the preprocessed formula into a satisfying assignment of the original formula.

2 Preliminaries

In general, quantified boolean formulas (QBFs) generalize propositional formulas by adding universal and existential quantification of boolean variables. See [KBL99] for a thorough introduction. This paper uses notation and definitions found in recent QBF papers by the same author. PCNF denotes a formula in prenex conjunctive normal form. Clauses are enclosed in [ ]. Disjoint union of sets is denoted by “+”. Lowercase roman letters denote literals or variables, where the context calls for such. They are existential for letters near the beginning of the alphabet (e.g., d, e, f), universal for letters near the end of the alphabet.
(e.g., \( u, v, w \)), and of indeterminate quantifier type near the middle of the alphabet (e.g., \( p, q \)). Lowercase greek letters, such as \( \alpha, \tau \), etc., denote sequences of literals (or sets where order is immaterial). Exceptions are stated where they occur.

**Definition 1** An *assignment* is a partial function from variables to truth values, and is usually represented as the set of literals that it maps to true. (This is sometimes called a *partial assignment.*) A *total assignment* assigns a truth value to every variable in the quantifier-free formula. Assignments are denoted by \( \sigma, \tau \), etc.

Applications of an assignment \( \sigma \) to a logical expression are denoted by \( q[\sigma], C[\sigma], F[\sigma] \), etc. If \( \sigma \) assigns variables that are quantified in \( \Psi \), those quantifiers are deleted in \( \Psi[\sigma] \), and their variables receive the assignment specified by \( \sigma \). □

### 3 Variable-Elimination Preprocessors

We use **blogger** [BSL11] as an example of the type of preprocessor from which we wish to draw certificates. Although the pure-literal rule, unit-clause rule, and variable-elimination resolution rule are usually considered to be distinct actions on existential variables, they can all be characterized as the variable-elimination resolution rule (VER). The matrix is partitioned into three sets of clauses after an existential literal, say \( q \), is chosen:

- (A) clauses containing \( q \).
- (B) clauses containing \( \overline{q} \).
- (C) remaining clauses.

Recall that propositional VER forms all resolvents of a clause in set (A) and a clause in set (B), then discards tautologous resolvents and discards the sets (A) and (B). Finally, for QBF all resolvents are universally reduced.

If the set (B) is empty and (A) is nonempty, \( q \) is a pure literal, and the set of resolvents is empty. If the set (A) contains the unit clause \([q]\), this is a case of the unit-clause rule, and the set of resolvents consists of the clauses in set (B) with the literal \( \overline{q} \) deleted. If the set (B) contains \([\overline{q}]\), the situation is symmetrical.

We formalize the actions of a variable-elimination (VE) preprocessor as a sequence of rounds, numbered by \( r \) for \( 1 \leq r \leq R \). In each round, one variable is eliminated and records are kept to permit a certificate to be constructed later. At this stage we are not interested in optimizations.

**Variable-Elimination Resolution** If the operation for round \( r \) is VER, record the existential variable \( q \) that is eliminated, the set of clauses containing \( q \) and the set of clauses containing \( \overline{q} \); these two sets are deleted during round \( r \). The non-tautologous resolvents are given fresh clause IDs and added to the formula; these do not need to be recorded in connection with round \( r \) but their derivations should be recorded (one resolution each).

The critical situation for generating a certificate is when the formula is true and a hitting set needs to be found to seed an “initial-reason cube”. The hitting
set (technically consistent hitting set) \( \tau_r \) must be a partial assignment such that every clause in the formula at the beginning of round \( r \) has a true literal. But the formula is a moving target, as it changes every round. So the precondition for extending the hitting set from the end of round \( r \) to the beginning of round \( r + 1 \) is that every clause in the formula at the end of round \( r \) is made true by \( \tau_{r+1} \). To extend \( \tau_{r+1} \) to \( \tau_r \), all clauses deleted during round \( r \) must be made true.

The procedure to accomplish the extension from \( \tau_{r+1} \) to \( \tau_r \) in the propositional case is known from antiquity, but possibly not published archivally. However, Dechter and Rish give a closely related procedure [DR94]. Check each clause that was deleted during round \( r \) (due to VER) and if one is found that contains \( q \) (resp. \( \overline{q} \)) and all its other literals are false in \( \tau_{r+1} \), then add \( q \) (resp. \( \overline{q} \)) to \( \tau_{r+1} \) giving \( \tau_r \). Call this clause \( C_0 \). Assume it contains \( q \), as the case for \( \overline{q} \) is similar. The precondition in the preceding paragraph ensures that clauses with both \( q \) and with \( \overline{q} \) cannot be chosen.

If no clause qualifies for \( C_0 \) in the preceding paragraph, then choose any clause that is not made true by \( \tau_{r+1} \) as \( C_0 \). Again, assume w.l.o.g. that \( q \in C_0 \). Now add \( q \) and the negation of every other literal in \( C_0 \) to \( \tau_{r+1} \) giving \( \tau_r \). (Some of these literals may already be in \( \tau_{r+1} \).) Heuristics may be used to try to improve the choice, but any choice works.

In both cases for \( C_0 \) it has no true literal in \( \tau_{r+1} \). So every clause containing \( \overline{q} \) whose resolvent with \( C_0 \) is non-tautologous is hit (made true) by \( \tau_{r+1} \). Also every clause containing \( q \) whose resolvent with \( C_0 \) is tautologous is hit by \( \tau_r \). Finally all clauses containing \( q \) are hit by \( \tau_r \). So the postcondition at the beginning of round \( r \) is that every clause in the formula at the beginning of round \( r \) is hit by \( \tau_r \).

**Universal-Variable Expansion** If the operation for round \( r \) is universal-variable expansion (UVE), record the universal variable \( u \) that is eliminated, as well as the set of round-\( r \) clauses containing \( u \), called \( I_0(u) \), and the set of round-\( r \) clauses containing \( \overline{u} \), called \( I_1(u) \).

The details and notation of the UVE operation are now described. Note that there is no propositional analog of this operation. Define \( \gamma_0(u) \) (resp. \( \gamma_1(u) \)), the companion set for \( u \) (resp. \( \overline{u} \)) to be the set of existential variables that occur (with either polarity) in \( I_0(u) \) (resp. \( I_1(u) \)) and are later than \( u \) in the prenex.\(^1\)

Next, define \( \gamma_0^*(u) \) inductively as follows: \( \gamma_0(u) \subseteq \gamma_0^*(u) \). If variable \( e \in \gamma_0^*(u) \) and variable \( f \) is existential and later in the prenex than \( u \) and some clause contains both \( e \) and \( f \) (with either polarity), then \( f \in \gamma_0^*(u) \). The inductive definition of \( \gamma_0^*(u) \) is similar. Correctness of this construction can be shown with standard identities for quantifiers, such as

\[
\forall u \left( F(u) \land G(u) \right) \equiv \left( \forall u \left( F(u) \right) \land G(u) \right) \quad \text{where } u \text{ does not occur in } G(u),
\]

\[
\exists e \left( F(e) \land H(e) \right) \equiv \left( \exists e \left( F(e) \right) \land H(e) \right) \quad \text{where } e \text{ does not occur in } H(e),
\]

\(^1\) Relaxing the condition to “\( e \) depends on \( u \)” based on a dependency scheme is future work.
as well as associativity and commutativity of “∧”.

Supersets of $\gamma_0^r(u)$ and $\gamma_1^r(u)$ may be used soundly. In practice the set of all existential variables later in the prenex than $u$ provides a simple overapproximation for $\gamma_0^r(u)$ and $\gamma_1^r(u)$.

Further, define $\Gamma_0(u)$ to be the set of round-$r$ clauses not in $\Gamma_0(u)$ or $\Gamma_1(u)$, but which have a variable (with either polarity) in $(\gamma_0^r(u) \cup \gamma_1^r(u))$, and define $\Gamma_1(u)$ to be the remaining round-$r$ clauses that are not in any of $\Gamma_0(u)$, $\Gamma_1(u)$, or $\Gamma_r(u)$. The clauses in $\Gamma_2(u)$ will persist into round $r+1$, while all other round-$r$ clauses will be deleted during round $r$.

The UVE step both deletes variables and clauses and inserts fresh variables and clauses, as follows. For each (existential) variable $c \in \gamma_0^r(u)$ create a fresh variable, say $e_0^r$, and record that $e_0^r$ evolved from $c$ by instantiating $\forall = 1$. For each (existential) variable $c \in \gamma_1^r(u)$ create a fresh variable, say $e_1^r$, and record that $e_1^r$ evolved from $c$ by instantiating $u = 1$. For each clause $C \in (\Gamma_0(u) + \Gamma_1(u))$ create a fresh clause $C_0^r$ by deleting $u$ if present and replacing each variable $f \in \gamma_0^r(u)$ by $f_0^r$. For each clause $C \in (\Gamma_1(u) + \Gamma_1(u))$ create a fresh clause $C_1^r$ by deleting $\forall$ if present and replacing each variable $f \in \gamma_1^r(u)$ by $f_1^r$. Record how each $C_0^r$ and $C_1^r$ evolved, similarly to $e_0^r$ and $e_1^r$. Note that each clause in $\Gamma_2(u)$ evolves into two fresh clauses.

The critical situation for generating a certificate is when the formula is true and a set of hitting sets needs to be found to seed a set of “initial-reason cubes”. Each hitting set (technically, consistent hitting set) must be a partial assignment such that every clause in the formula has a true literal. The key requirement on the set, following [VGWL12], is that if a hitting set in prenex order has a prefix $\alpha, u$, then there must also be a hitting set with prefix $\alpha, \forall$, and vice versa.

So the precondition for updating each hitting set $\tau_{r+1}$ from the end of round $r$ to a pair of hitting sets for the beginning of round $r$ is that every clause in the formula at the end of round $r$ is made true by $\tau_{r+1}$. To update to $\tau_{r+1}$ (possibly containing $\forall r$) and $\tau_{r+1}$ (possibly containing $u$), all clauses deleted during round $r$ must be made true using variables that exist at the beginning of round $r$.

The idea has some similarities to the VER extraction. Recall that $u$ was expanded in round $r$. Partition the round $(r+1)$ clauses as follows:

1. $\Delta_0^r$ consists of clauses with some existential variable of the form $f_0^r$ (which evolved from $f$ during round $r$);
2. $\Delta_1^r$ consists of clauses with some existential variable of the form $f_1^r$ (which evolved from $f$ during round $r$);
3. $\Delta_2^r$ consists of the remaining clauses.

The hitting set for $\Delta_2^r$ in $\tau_{r+1}$ can be transferred directly into each of $\tau_{r+1}$ and $\tau_{r+1}$. Also, add $\forall r$ to $\tau_{r+1}$ and add $u$ to $\tau_{r+1}$.

First we describe how to complete $\tau_{r+1}$. For each clause $C_0^r \in \Delta_0^r$, let $C$ be the round-$r$ clause that evolved into $C_0^r$. If some literal $q \in C$ already is true in $\tau_{r+1}$, there is nothing to do. If this case does not apply, choose any existential literal.

\footnote{The usual descriptions include several “optimizations” that are unrelated to correctness, and complicate certificate extraction.}
of the form $e^0_u \in C^0_u$ that is true in $\tau_{r+1}$ and add $e$ to $\tau^0_r$. This must be possible because $u \notin C^0_u$ and $\tau_{r+1}$ intersects $C^0_u$. For each clause $C^1_u \in \Delta^1_u$, let $C$ be the round-$r$ clause that evolved into $C^1_u$. If $u \in C$, $C^1_u$ does not exist. If $\tau \in C$, there is nothing to do. Otherwise, $C$ already intersects $\tau^0_r$ at some existential literal, and again there is nothing to do.

The completion of $\tau^1_r$ is similar, except that $\Delta^1_u$ is processed first. Thus each of $\tau^0_r$ and $\tau^1_r$ is a hitting set for the set of round-$r$ clauses.

In the middle of the rounds a variable may have a sequence of tags, such as $(((e^0_w)^1_t)^0_u)^1_v$, where $t, u, v$ and $w$ are universal variables in the reverse order of their expansions. In the beginning of the round in which $u$ was expanded this variable was $(e^0_u)^1_v$. Clause identifiers can similarly consist of an integer ID for the clause derived by resolution or in the original formula, modified by a sequence of tags to show where it was duplicated by some universal expansion.

4 Conclusion

A method to extend hitting sets backward through the rounds of a VE preprocessor (such as bloqqer) is described and the argument for correctness is sketched. The final result at the beginning of round $0$ is required to contain only variables in the original formula (fed to the VE preprocessor) and to support a Q-refutation by cube resolution (AKA term resolution). The data that needs to be recorded to facilitate this extension is specified abstractly.

To realize the scope of the problem, it is perfectly possible that the initial set of hitting sets presented to the VE post-processor consists of one hitting set consisting of existential literals, none of which occur in the original formula.

Acknowledgment We thank the anonymous reviewer who pointed out errors in an earlier version.
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1 Introduction

Consider the problem of searching for a complexity-theoretic reduction between two decision problems, $P$ and $Q$. Such a reduction is a function $r$ satisfying $x \in P \iff r(x) \in Q$ for all structures $x$ for which it makes sense to consider $P$. It is not difficult to show that determining the existence of reductions is undecidable in general. However, sufficiently restricting the class of reductions and structures considered results in a simpler, decidable variant that is still meaningful from a complexity-theory perspective.

Once we can encode these reductions and structures in a finite number of bits, the problem becomes a QBF instance with one quantifier alternation (2QBF):

$$\exists r \forall x (x \in P \iff r(x) \in Q).$$

Therefore, reduction finding in this setting is essentially a $\Sigma^p_2$ problem and it is possible to apply QBF solvers and ASP solvers supporting disjunctive logic programs. In this paper, we introduce various reduction-finding instances intended for benchmarking QBF solvers. For additional background, details and comparisons with other approaches, see [4]. Automatic reduction finding was first considered by [1]. More generally, reduction finding is a form of program synthesis, and similar approaches can be used more widely, see [3].

2 Background

Although polynomial-time reductions are perhaps the most traditional, we focus on a weaker class of quantifier-free logical reductions used in descriptive complexity. We do not introduce descriptive complexity and the full motivation for this class here, see [4] for the definitions we use and [2] for additional material.

The weaker class of logical reduction we consider has a number of advantages. First, the logical formulas defining the reduction make the explicit construction of (1) reasonable. Although the class of reductions we consider is extremely limited, it still suffices to characterize complexity classes and complete problems generally remain complete under these reductions. Proving that a computation

\textsuperscript{*} Supported in part by KAKENHI No. 25106501.
cannot be done in polynomial-time is notoriously difficult, while there are tech-
niques for proving that something cannot be done in, e.g., first-order logic. So
our reductions are strong enough that they suffice to determine the relationship
between complexity classes, but weak enough to hope for progress.

2.1 Parameters

An instance of a reduction-finding problem is determined by several parameters,
which thus determine the difficulty of the underlying problem. First, we must
fix the two decision problems of interest: $P$ and $Q$ in (1). Our system supports
defining these problems in first-order logic with equality extended by a reflexive
transitive-closure (TC) operator, corresponding to the complexity class NL.

The choice of properties is important: choosing, e.g., the trivial properties
always true and always false results in an easy instance that is not interesting.
From the complexity-theoretic perspective, the hardness of properties defined
in first-order logic (without TC) is fairly well-understood. Therefore, formulas
using TC are most interesting and seem to be significantly harder.

Next, there are several parameters that determine the class of reductions
being considered. Several parameters determine which atomic formulas are al-
lowed to occur in the reduction. In particular, these parameters control whether
successor is allowed between variables ($x = y + 1$), and whether certain nu-
meric constants (min, max) are available. Then, there is a parameter $k$ fixing
the dimension of the reduction (informally, the dimension determines how much
larger the output of a reduction can be compared to the original structure). Our
reductions are defined by tuples of formulas in DNF – there is also a parameter $c$
determining how many conjunctions may occur in the DNF.

Finally, there is a parameter $n$ determining the size of structure considered
in (1); we search only\(^3\) for reductions that are correct on structures of size $n$.

Given these parameters, our generator constructs the corresponding QBF
instance of (1) in several formats: qdimacs, negated qdimacs (to avoid an addi-
tional quantifier alternation from CNF conversion), qpro and lparse. Increasing $c$
provides additional power to the class of reductions (instances become more pos-
itive), and increasing $k$ is similar. Increasing $n$ usually places more restrictions
on the reduction (instances become more negative). A balance between param-
eters is important: large $c$ with small $n$ is unlikely to be meaningful because the
reduction is too powerful for the small class of structures.

3 Instances

Let us describe how we instantiate the parameters described above in practice,
and present some experimental results on a few parameter sets.

For the two decision problems of interest, $P$ and $Q$ in (1), we use one of 48
properties that were translated from the first paper on automatic reduction
\(^3\) We support searching for reductions correct on a range of sizes $n_1 \leq n_2$ when using
CEGAR, see [4].
finding [1] to allow to compare performance to their system (cf. [4]). The names we use for the problems correspond to the names used in the system from [1], and are always 6 characters long. Below, we give a list describing these 48 problems, to give an overview what is included.

- trivial, ntrivil1, trueque, falsequ, query15, query30 (trivial or almost trivial problems that we include for correctness testing)
- reachqu (reachability, NL-complete), nreachq (negated reachability, coNL-complete), query10 (symmetric reachability, SL-complete),
- query06, query31, query33, query34, query36 (L-complete), and query71 (negated query06, coL-complete),
- query42, query44 (non-reflexive reachqu/nreachq, NL/coNL-complete),
- query48, query49 (non-reflexive SL/coSL-complete),
- query54 (strongly connected, NL-complete), query55 (symmetric query54),
- query57, query58, query60, query64 (minor variations of the above),
- the others4 are defined in plain FO and thus correspond to AC0 problems.

Above, we mention the classes coNL, coL, SL and coSL, however, NL=coNL and L=coL=SL=coSL. Instances corresponding to discovering these famous collapses are interesting and appear hardest among the instances we consider.

We use the largest class of reductions supported: we allow min and max and successor in the atoms (-min -max -succ) and also the use of numbers when defining constants (-nbrs). As for the dimension k (-dim), number of conjunctions c (-cls), and structure size n (-elems), the most basic set of parameters we used was k = 1, c = 1, n = 3. Our generator is ReductionTest.native and the following command can be used to generate the qdimacs file for the above parameters and P = nreachq, Q = reachqu.

```
./ReductionTest.native -min -max -succ -nbrs
-from nreachq -to reachqu -dim 1 -cls 1 -elems 3 -qdimacs
```

The formula generated by the above command has 1731 variables and 18645 clauses, but most of the variables come from CNF conversion – only 66 are under the first existential quantifier (describing r from eq. 1) and only 9 under the second universal one (describing A). Instances that don’t use TC result in smaller formulas, but already setting -elems 5 above returns 29878 variables and 530903 clauses. It is also possible to directly generate files for all problems we consider for a given parameter set using the -gen [directory] option.

```
./ReductionTest.native -min -max -succ -nbrs
-dim 1 -cls 1 -elems 3 -gen .
```

In addition to generating files, the generator can test the existence of a reduction. This is done with CEGAR using a specified SAT-solver (at present -minisat, -glue/minisat or the standard solver from Intel’s Decision Procedure Toolkit). For example, one can check the existence of a reduction from P = nreachq to Q = reachqu with the specified parameters as follows.

4 The generator with instructions, all instance names, and the collection of generated files we used for testing are available from http://toss.sf.net/reductGen.html.
From the 48 properties included, the method above can generate $48 \times 48 = 2304$ qdimacs files for each parameter set. To avoid an extra quantifier alternation due to CNF conversion in qdimacs, we also tested negating the QBF formula before CNF conversion – but results were worse than with the added alternation (cf. [4]). To give an intuition about the hardness of the generated QBF instances, we present below the results from [4] showing the number of timeouts on these 2304 instances for 5 QBF solvers. The tests were performed on an Opteron 1385 (using 1 core) and with a timeout of 120s.

<table>
<thead>
<tr>
<th></th>
<th>c = 1</th>
<th>n = 3</th>
<th>c = 2</th>
<th>n = 3</th>
<th>c = 3</th>
<th>n = 3</th>
<th>c = 1</th>
<th>n = 4</th>
<th>c = 2</th>
<th>n = 4</th>
<th>c = 3</th>
<th>n = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAREQS</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>19</td>
<td>19</td>
<td>65</td>
<td>204</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEPQBF</td>
<td>0</td>
<td>142</td>
<td>547</td>
<td>16</td>
<td>297</td>
<td>711</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUBE</td>
<td>10</td>
<td>536</td>
<td>949</td>
<td>82</td>
<td>760</td>
<td>1082</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIRQIT</td>
<td>58</td>
<td>673</td>
<td>1138</td>
<td>511</td>
<td>1092</td>
<td>1357</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKIZZO</td>
<td>522</td>
<td>1058</td>
<td>1156</td>
<td>975</td>
<td>1327</td>
<td>1434</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

On our instances, RAREQS, a recently introduced CEGAR solver, performed best. For non-CEGAR solvers, DEPQBF and QUBE outperform SKIZZO and CIRQIT. Between DEPQBF and QUBE the situation is less clear, some instances work much better with one of these solvers, others with the other. The comparison between SKIZZO and CIRQIT is difficult as well. As to the dominance of DEPQBF and QUBE over SKIZZO and CIRQIT, it holds for almost all queries. Still, there are a few outliers such as the reduction from query26 to query01, on which DEPQBF and QUBE time out, but SKIZZO answers almost immediately.

Of course, our generator is not restricted to these problems – any problem in NL can be defined in first-order logic with transitive closure, and these formulas can be directly used with the -from and -to options.

Although some interesting reductions can be expressed with dimension 1, usually this does not suffice. However, even parameters such as $k = 2, c = 1, n = 4$ or $k = 3, c = 1, n = 3$ seem to produce very hard instances. Instances with $k > 1$ where the properties use transitive-closure are often hard, but achieving better performance on such instances is an important step to finding new reductions and hopefully new complexity-theoretic knowledge.
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