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1 Introduction

Dependency Quantified Boolean Formulas (DQBF) are obtained by adding
Henkin quantifiers to Boolean formulas and have seen growing interest in the
last years. In contrast to QBF, the dependencies of a variable in DQBF are ex-
plicitly specified instead of being implicitly defined by the order of the quantifier
prefix. This enables us to also use partial variable orders as part of a formula
instead of only allowing total ones. As a result, problem descriptions in DQBF
can possibly be exponentially more succinct. While QBF is PSpace-complete,
DQBF was shown to be NExpTime-complete [14].

2 Applications

Many practical problems are known to be NExpTime-complete. This includes,
e.g., partial information non-cooperative games [13] or certain bit-vector log-
ics [12, 15] used in the context of Satisfiability Modulo Theories (SMT). More
recently, also applications in the area of partial equivalence checking (PEC) prob-
lems [7, 8] have been discussed and DQBF has been shown to offer a natural
encoding for PEC problems. For running experiments, one can access publicly
available PEC problem instances and their DQBF encodings [3, 6, 9].

3 Solving Approaches

The first known direct solving approach for DQBF is an adaptation of QDPLL [5],
which did not end up being very efficient.

Expansion-based techniques for DQBF were also investigated [1, 2] and yielded
in a (not publicly available) expansion-based solver in [8] that uses an underlying
SAT solver.

In [4], a refutational approach is proposed that is based on QBF abstraction,
thus an uderlying QBF solver is used. This approach is incomplete since it only
allows refutation of unsatisfiable formulas.



Based on the fact that Effectively Propositional Logic (EPR) is another logic
which is NExpTime-complete, we investigated how to adapt an instantiation-
based EPR solving approach, the Inst-Gen calculus [10, 11] to DQBF. We pub-
lished those results and proposed a new instantiation-based DQBF solver, iDQ
in [6]. As the experiments showed, iDQ turned out to be an efficient solver.

In [9], an elimination-based solving strategy is proposed and is implemented
in the DQBF solver called HQS. Besides the powerful elimination strategy, HQS
utilizes several optimizations, such as pure and unit literal detection, yields to
an even more efficient DQBF solver than iDQ.

Apart from the solving technique we use, preprocessing techniques can speed
up the solving significantly. Therefore it is worth to investigate if well-known
SAT and QBF preprocessing techniques can be adapted to DQBF.
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